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Abstract: Virtual cloud network (VCN) usage is popular today among large
and small organizations due to its safety and money-saving. Moreover, it
makes all resources in the company work as one unit. VCN also facilitates
sharing of files and applications without effort. However, cloud providers face
many issues in managing the VCN on cloud computing including these issues:
Power consumption, network failures, and data availability. These issues often
occur due to overloaded and unbalanced load tasks. In this paper, we propose
a new automatic system to manage VCN for executing the workflow. The
new system called Multi-User Hybrid Scheduling (MUSH) can solve running
issues and save power during workflow execution. It consists of three phases:
Initialization, virtual machine allocation, and task scheduling algorithms.
The MUSH system focuses on the execution of the workflow with deadline
constraints. Moreover, it considers the utilization of virtual machines. The
new system can save makespan and increase the throughput of the execution
operation.
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1 Introduction

Cloud computing, often known as cloud technology, is a new technique of storing, retrieving, and
processing data and information. A cloud is an online virtual storage space [1,2]. There is a continuous
increase and development in the volume of digital data used over the Internet. According to [3],
around 463 Exabyte of data will be created every day by 2025. In many ways, cloud computing varies
from traditional IT architecture, such as on-premises or locally installed servers [4]. Cloud computing
provides storage and server resources that are scalable and flexible. However, it is cost-effective in
terms of expanding or enhancing storage and server resources based on changing needs, whether they
are increasing or decreasing. There are three primary types of cloud computing as-a-service solutions,
each of which provides you with a different level of management: Infrastructure as a Service (IaaS),
Platform as a Service (PaaS) and Software as a service (SaaS) [5–7]. Virtual machines, virtual storage,
servers, and other resources are provided as a service across the network in IaaS. IaaS is a highly scalable on-demand platform that can be scaled up or down depending on the type of workload. Cloud providers supply users with hardware and software tools as a service in PaaS. The SaaS approach for cloud computing distributes software as a service over the internet.

1.1 Issues in Cloud

Although the business world has recognized the growing importance of cloud computing, cloud computing research is still in its early stages. As a result of industrial expansion and progress, new concerns continue to emerge, and many issues remain unaddressed [8,9]. The following are some of the research difficulties and challenges:

i. Security Issue: It looks that saving our data or running our software on someone else’s hard drive while using someone else’s CPU is quite dangerous. Security issues such as data loss, phishing, and botnet pose a severe threat to an organization’s data and software.

ii. Costing Issue: Cloud users must weigh the tradeoffs between computing, communication, and integration. While switching from one cloud model to another lowers infrastructure costs, it adds data communication costs. The cost of moving an organization’s data from a community cloud to a public cloud will be higher, as will the cost per unit of computer resources consumed.

iii. SLA Issue: Consumers must ensure the quality, availability, reliability, and performance of the underlying resources while migrating their core business from one cloud model to another. The user must have assurance from the service provider that the service will be delivered. This assurance is given through Service Level Agreements (SLAs).

iv. Predictable and unpredictable workloads: In cloud computing, the CPU, storage, and network are all virtualized resources. The Virtual Machines (VMs) provide the user with a virtualized environment. These VMs are given a variety of varying workloads. Because of the increased demand for the application, the load on (VMs) may dramatically increase. These workloads can be divided into two categories: predictable and unpredictable workloads.

v. Homogenous and Heterogeneous Workload: There are two sorts of workloads in the cloud: homogenous and heterogeneous. Homogeneous workload refers to workloads with similar configurations (number of CPUs required, RAM, storage, and execution time) [10,11]. Different resource vendors manage and host heterogeneous workloads at the same level or at different levels of configuration.

vi. Flexibility: Flexibility in the cloud refers to how dynamically fluctuating resource requirements can be handled. As time passes, the need for resources may increase; these demands must be automatically detected by the cloud and met.

vii. Virtual Machine Migration: The virtual machine migration approach can be used to address insufficient resource handling in the cloud. To accommodate the resources, VMs can be transferred from one host to another using this strategy.

viii. Efficient Energy Allocation: Due to the processing of a huge number of computing resources, carbon emissions in cloud data centers are excessive. As a result, approaches that can cut carbon emissions while also being energy efficient should be used.

1.2 Task Scheduling

The term “cloud scheduling” refers to the technology that allows users to map jobs to a variety of virtual machines or assign virtual machines to use the resources available to meet their needs [12]. In cloud computing, scheduling strategies are used to improve system throughput and load balancing, save expenses, increase resource usage, save energy, and speed up processing [13]. CPU and memory
availability are managed by scheduling; a smart scheduling plan maximizes resource use [14]. Task scheduling approaches are used to determine which tasks or activities should be accomplished in what sequence. Its primary focus is on matching user tasks to available resources. Virtualization [15] is the foundation for effective work scheduling. Good scheduling approaches reduce total job completion time, improve device load balancing, and maximize resource use [16]. Task scheduling can be classified into the following group of scheduling algorithms: Static, dynamic, workflow, cloud service, real-time, Heuristic, and opportunistic load balancing (OLB) scheduling algorithms [17].

To understand the scheduling problem, see Fig. 1. Firstly, users send tasks to the Cloud and then tasks must be assigned to the appropriate processor. It’s now an issue of allocating processor duties in such a way that the cloud owner obtains the most advantage in the least amount of time [18]. The problem of jobs being assigned to the processor that takes into consideration the other element is solved by developing schedulers.

![Figure 1: Task Scheduling in CC](image)

1.3 VM Allocation

One of the issues in cloud computing environments, particularly for private cloud designs, is the allocation of virtual machines (VMs). Each virtual machine is mapped to the physical host in this environment based on the resources available on the host computer. Quantifying the performance of scheduling and allocation policies on a Cloud infrastructure for various application and service models with diverse performance metrics and system requirements is a particularly difficult topic to address.

1.4 Power Consumption Issues

One of the essential requirements of IoT of Things (IoT) applications and resources in the cloud is energy efficiency, which is a difficult issue in the Cloud of Things (CoT). One of the major issues is to efficiently use energy at various levels, such as in data centers that host cloud applications [19]. Higher generations of networks face a new level of complexity as a result of energy usage. Energy utilization refers to the ability to reduce energy use while maintaining a sufficient level of energy consumption.
1.5 How We Solve the Previously Mentioned Issues

In this paper, we aim to cloud systems in such a way that it can accommodate both types of workload. A cloud should have a well-functioning resource management system. We aim to handle the most influential issues in CC such as (i) Virtual Machine Migration, (ii) Efficient Energy Allocation, and (iii) Handling Long-Running Jobs.

2 Related Work

This section introduces some of the recent previous efforts in the field of task scheduling algorithms, power consumption, VM allocation, and summarize the advantages and the disadvantages of the most common previous scheduling algorithm in CC.

Authors in [20] proposed the algorithm’s vocalization for humpback whale optimization (VWOA). The VWOA is a cloud system that simulates the vocalization behavior of humpback whales and is used to optimize work schedules. The VWOA scheduler is based on a proposed multi-objective model. It saves time, money, and energy while maximizing resource utilization. The VWOA scheduler outperformed the standard whale optimization algorithm (WOA) and round-robin (RR) algorithms in terms of cost, makespan, degree of imbalance, resource use, and energy consumption. To address the problem of multi-objective task scheduling, authors in [21] suggested an efficient hybrid approach for Distribution Estimation Algorithm and Genetic Algorithm (EDA-GA). The goal of EDA-GA is to reduce task execution time while also improving the environment’s ability to balance the load. The proposed method first employs EDA operations to generate a suitable solution, then employs a genetic algorithm to generate additional solutions that are dependent on the optimal solution selected in the previous stage in order to broaden the scope of the search. The data show that the suggested method has a fast convergence rate and a strong search capability. The improved discrete particle swarm optimization technique (IDPSO) by Liu et al. [22] uses a sinusoidal strategy-based dynamic inertia weight optimization approach to make particles adaptive to different phases while searching for the best global solution. In terms of completion time and convergence, the IDPSO technique surpasses the DPSO and FCFS algorithms.

The authors of [23] propose combining dynamic fusion mission planning methodology, ant-colony, and the genetic approach. This reduces the amount of energy used by cloud computing data and storage facilities. The evaluation results show that the suggested task programming approach would significantly reduce cloud computing device time and energy usage. In [24], authors proposed an Efficient Resource Allocation with Score (ERAS) for task scheduling in cloud environments, which takes into account Virtual Machines (VMs) temporary operational availability by suggesting various types of delays and using EFT to set the processor for task scheduling to a standardized score. The results show that the improved dependability of the ERAS algorithm delivers superior efficiency than current systems that just consider EFT for allocations. Sanaj et al. [25] proposed an enhanced Round Robin (ERR) approach to boost efficiency without compromising RR functionality. The proposed technique is implemented and tested using the CloudSim toolbox. In comparison to classical RR, the results show that the overall waiting time for tasks in a certain number of cloudlets in ERR is minimized under identical conditions. To improve the Min-min method’s efficiency, Shi et al. [26] devised the BMMin algorithm. The proposed technique is evaluated using the CloudSim simulation program, and the results show that it minimizes completion time, maximizes throughput, and improves resource load balancing. Because of resource constraints, one of the major difficulties that IoT faces is power consumption. Combining IoT and cloud computing could result in lower energy use. However, there are still certain issues with the procedures that need to be addressed. The following
summarizes the limitations and opportunities of the seven models for an energy efficient IoT in various cloud environments. The simplest model in [27] has saved more than 36% in power. In the other hand, it has low scalability and requires consideration and improvement in run time. The earlier model in [27] was improved by adding a passive optical access network (PON) to the system in [28]. However, PON may cause service interruptions. The best model, when compared to others, is in [29], where the model is suited for smart environments by decreasing 80 percent power and eliminating service delay, and this mechanism could also be utilized in a cloud computing test. In order to reduce computational complexity, researchers are looking into the benefits of distributed optimization techniques for enabling local reactions to fast framework dynamics. The most effective approach for many nodes is the design for green industrial in [30], where the relationship between saved power and the number of nodes is positive. Furthermore, the resource usage of this approach has improved. When using this concept in a smart environment, such as a smart city, this could be advantageous. For mobile cloud computing networks, the technique in [31] does not bring any additional power in terms of data privacy. To ensure that the model is acceptable for a rising number of devices, it should be tested on large scale networks. In the cloud context, the FEM Model [32] has delivered greater energy savings and resource fairness. To test availability, the method should be assessed in a distinct cloud environment. In [33], the E2C2 algorithm achieved electricity savings on the fewest number of services. To improve usability, this technique should be evaluated in a variety of application domains. E2C2 could be improved by ‘sorting’ cloud providers according to the total energy consumption of their respective services. According to Hamdi et al. [34], high energy usage has a negative impact on cost and the environment. They have emphasized VM consolidation strategies in several dimensions. They analyzed some key characteristics of VM consolidation techniques, such as the variable nature of resource requirements, and ideal physical machine power consumption. Wu et al. [35] proposed a power-aware scheduling algorithm that use the utilization threshold approach to pick host physical machines and the smallest utilization gap method to select virtual machines for the VM migration process. Hsieh et al. [36] took into account both current and future resource usage and forecasted future resource utilization more accurately. To make this forecast, they determined the host overload and under load detection. The Comparison of some of the previous common scheduling algorithms in Cloud Computing is shown in Tab. 1.

Table 1: Comparison of some of the previous scheduling algorithms in CC

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Year</th>
<th>Applied algorithm</th>
<th>Parameters</th>
<th>Tools</th>
<th>pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>[20]</td>
<td>2019</td>
<td>VWOA algorithm</td>
<td>makespan, cost, and energy and resource utilization</td>
<td>CloudSim</td>
<td>The suggested algorithm outperformed the WOA and RR algorithms in terms of makespan, cost, and degree of imbalance, energy consumption, and resource utilization.</td>
<td>High complexity</td>
</tr>
</tbody>
</table>

(Continued)
Table 1: Continued

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Year</th>
<th>Algorithm</th>
<th>Parameters</th>
<th>Tools</th>
<th>pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>[21] 2019</td>
<td>EDA-GA algorithm</td>
<td>Convergence, completion time, load balancing</td>
<td>CloudSim</td>
<td>The EDA-GA method improves load balancing by enhancing convergence, search capability, and job execution speed.</td>
<td>Can be trapped into local optima</td>
<td></td>
</tr>
<tr>
<td>[22] 2019</td>
<td>IDPSO algorithm</td>
<td>Completion time, converge</td>
<td>CloudSim</td>
<td>In terms of completion time and convergence, IDPSO outperforms both DPSO and FIFO.</td>
<td>It doesn’t take into consideration important performance metrics like Average Resource Utilization (ARU) and Load Balancing Level (LBL)</td>
<td></td>
</tr>
<tr>
<td>[23] 2020</td>
<td>Combined GA and ACA</td>
<td>Execution time, energy</td>
<td>CloudSim</td>
<td>The proposed solution minimizes the amount of time and total energy consumed by jobs in cloud computing systems.</td>
<td>It has a difficult theoretical analysis.</td>
<td></td>
</tr>
<tr>
<td>[24] 2020</td>
<td>ERAS algorithm</td>
<td>Makespan, Reliability</td>
<td>CloudSim</td>
<td>In comparison to the EFT method for allocation, the ERAS algorithm improves reliability while delivering superior results.</td>
<td>Time consuming</td>
<td></td>
</tr>
<tr>
<td>[25] 2020</td>
<td>ERR algorithm</td>
<td>Waiting time, execution time, and residue energy.</td>
<td>CloudSim</td>
<td>The overall waiting time for ERR tasks decreased in comparison to RR under the same conditions.</td>
<td>Complex, and it can be inaccurate</td>
<td></td>
</tr>
<tr>
<td>[26] 2020</td>
<td>BMin algorithm</td>
<td>Completion time, throughput, load balancing</td>
<td>CloudSim</td>
<td>When compared to Min-min, the completion time is shorter, and the load balance is better.</td>
<td>inaccurate</td>
<td></td>
</tr>
</tbody>
</table>

The Autonomic Resource Provisioning and Scheduling (ARPS) framework was designed and developed by the authors [37]. The ARPS framework provides the ability to schedule jobs at the optimal resources within the deadline, maximizing both execution time and cost. The spider monkey optimization (SMO) algorithm-based scheduling mechanism is also included in the ARPS architecture.

In [38], the authors propose a resource allocation model for efficiently processing applications as well as a Particle Swarm Optimization (PSO) based scheduling algorithm named PSO-COGENT that not only optimizes execution cost and time, but also reduces the energy consumption of cloud
data centres, while keeping the deadline in mind. In [39], the authors give a thorough evaluation and classification of various scheduling approaches, as well as their benefits and drawbacks. We anticipate that our systematic and extensive survey effort will serve as a stepping stone for new cloud computing researchers and will aid in the continued development of scheduling techniques. Fog computing offers a variety of distributed computing models for scheduling in fog environments, such as those described in [40]. The authors of [41] investigated load balancing strategies and found that they are split into two categories: those that support task migration and those that do not support task migration throughout the load balancing process. Each category is further divided into subcategories based on grid resource topology, which covers both flat and hierarchical resource topologies. Based on distinct load balancing features and performance measures, we analyzed and evaluated a variety of dynamic load balancing solutions relevant to these categories. In [42], the authors suggest Cloud Light Weight (CLW), a new load balancing solution that not only balances the burden of virtual machines (VMs) in cloud computing data centers but also ensures QoS for users. It cuts down on the number of VM migration operations as well as the time it takes to migrate during application execution.

3 Problem Definition

In this section, we describe user application workflow and the cloud model.

3.1 Workflow

The scheduling problem of multi-workflow is known as NP-complete problem [43]. There are two main classes of workflow scheduling: Static Scheduling and Dynamic Scheduling. Static scheduling algorithms use constant strategies which don’t change during workflow scheduling. Whereas dynamic algorithms are changing during execution. Each type has cons and pons. Static algorithms are more stable and consistent. In addition, the results of the static algorithms are known previously. However, the results are often poor. With dynamic algorithms, the strategies are changing and being enhanced continuously. This results are in high time complexity. However, the results are better than the static algorithms. There are a set of issues that often occur due to the overloaded and unbalanced load problems [44].

We can represent the workflow applications using Directed Acyclic Graphs (DAG) $G = (N, E, W, C)$. Where $N$ is the set of nodes/tasks $N = \{n_1, n_2, n_3, \ldots, n_n\}$, and $E$ is the set of edges (i.e., dependences) between the nodes. For an example: Edge $e(i,k)$ represents the precedence constraint between $n_i$ and $n_k$. Where node $n_i$ is the parent of $n_k$, and $n_k$ is the child of $n_i$. Otherwise $n_i$ should be executed before task $n_k$ can be started. Node with no parents is named root and Node with no child is named leaf. Numbers on the edges represent the communication costs between the nodes. Fig. 2 shows an example of the workflow application. Tab. 2 shows the time taken to execute each task at each VM.

3.2 Virtual Network Model on Cloud Computing

In this paper, we consider cloud computing model consists of two layers: The manager layer and the virtual network layer. The manager layer is responsible for managing virtual network for executing user workflow with considering the constraints (see Section 4). It represents the MUSH system, while the virtual network is owned by the organization as a private cloud. Some of organizations preferred using virtual network than individual VMs for sharing resources like files and applications. This way save money and make the organization devices as a one unit.
Many cloud providers such as Microsoft and Google provide this type of network to users and organizations. There are two classes of virtual network: Homogenous network and heterogeneous network. With homogeneous networks, users can choose VMs with equal specifications while heterogeneous networks consist of VMs with different specifications. In this paper, we use a heterogeneous virtual network. We schedule multi-workflow for different users considering the deadline time and available resources. The scheduling model consists of four components: users, workflow queue, scheduler system, and cloud infrastructure. Fig. 3 shows the system model. Cloud users can submit their workflows for executing over the internet to the cloud. All submitted workflows are ordered on a queue according to the deadline of each workflow. The executed system is responsible for managing the cloud resources to execute workflows with considering workflow deadline, power consumption, and reliability. Cloud infrastructures are responsible for executing the workflows.
4 The Proposed Scheduling Framework

The proposed Multi-User Hybrid Scheduling (MUHS) framework considers the QoS and provider profits. This occurs by taking into account the QoS parameters, such as the makespan, deadline, cost, and the provider profits such as power consumption and utilization. There is no scheduling algorithm that considers the previous parameters at the same time. Thus, we developed the new MUSH framework to solve the trade-off between the user needs and the provider profits. The MUSH framework consists of three stages which are: (i) Initialization stage, (ii) allocation stage, and (iii) power-consuming stage. Fig. 4 shows the structure of the MUSH framework.
4.1 Initialization Stage

In this stage, the framework prepares information about the system before starting the allocation process. The MUSH framework gathers information about available resources and submitted workflows, such as the number of submitted workflows, the information about each workflow, the number of available VMs, and the deadline and the budget user plan. According to the deadline constraint, the MUSH framework sorts the workflow list by descending order. The initialization stage is changing continually during the running of the framework because it is used for the next stages: Allocation and power-consuming. Also, the MUSH workflow considers the initial user plan for defining the budget and the deadline of each submitted workflow. The MUSH workflow achieves the user needs and the provider profits according to the user plan. Firstly, the user should define the number of VMs of his IaaS model. After that he detects the maximum number of the rented VMs over specific duration. According to the maximum number of VMs (h), the provider can compute the maximum budget.
(MB) per hour as shown in Eq. (1): \[ MB = \sum_{i=1}^{h} C(VM_i) \] (1)

where C value is the cost per hour for each VM. According to the deadline D of each submitted workflow, the provider adds and removes the VMs. The overall steps of the Initialization stage are shown in Algorithm 1:

**Algorithm 1: Initialization Stage**

1. Extraditing the workflow list and the available VMs
2. Sort the submitted workflow according to the user deadline by ascending order
3. If there are no enough VMs
   - Apply the VM allocation stage
4. End if

### 4.2 VM Allocation Stage

In this stage, the MUSH framework allocates a number of VMs to the organization to meet the deadline constraint and the maximum budget are shown in Algorithm 2. Firstly, the algorithm computes the Total Deadline (TD) by using Eq. (2):

\[ TD = \sum_{j=1}^{W} D_j \] (2)

where W is the number of submitted workflows. The algorithm also calculates the Expected Completion Time (ECT) by using Eq. (3).

\[ ECT = \frac{(Q \times \sum_{j=1}^{W} \sum_{i=1}^{n} MI(t_i))}{\sum_{m=1}^{V} MIPS_m} \] (3)

where Q is the control parameter that is used to close the gap between the ECT and the real completion time, and \((\sum_{j=1}^{W} \sum_{i=1}^{n} MI(t_i))\) is the total Million instructions (TMI) of all workflows for all tasks.

The algorithm checks if ECT <= TD. If the inequality is true, that means the available VMs will meet the deadlines constraint. If it is false, that means the system needs new VMs. The VM allocation algorithm defines the needed number of VMs (NV) according to Eq. (4).

\[ NV = \frac{NC}{VAC} \] (4)

where NC = TMI/TD is the needed capacity to meet the deadline, and VAC is the VM available capacity of the extra homogeneous VMs. We can compute the VAC by using Eq. (5).

\[ VAC = \frac{(\sum_{j=1}^{W} \sum_{i=1}^{n} MI(t_i))}{TD} \] (5)

The overall steps of the VM Allocation stage are shown in Algorithm 2:
Algorithm 2: VM Allocation

1. Compute the total deadline \( TD \) of all submitted workflows
2. Compute \( ECT \)
3. If \( ECT \leq TD \)
   - The resources are enough
4. Else
   - Compute \( VAC \)
   - Compute \( NV \)
   - Create new VM equals the \( NV \)
   - End if

4.3 Task Scheduling Stage

The task scheduling stage is the process of assigning the tasks of selected workflow into the fit VMs to be executed. In this stage, the MUSH framework follows the budget and the deadline plan of the user to schedule the tasks. Firstly, the system divides the workflow into levels and sorts the levels into list ascending according to the root direction. Secondly, the system selects each level and schedules its tasks to different free VMs for execution. The algorithm repeats the previous steps until all tasks are scheduled and executed. The system checks the execution status of the workflows every time interval to assure that the execution process moves to right way. If the system explores an error in execution process, it solves the issue and migrates the suspended workflows to new VMs.

4.4 The Outline of the MUSH Framework

The MUSH framework is a new framework, which is used by the provider to manage the rented resources in a perfect way considering the scalability feature. It consists of three stages: Initialization stage, task scheduling stage, and VM allocation stage. The organization, which requests the IaaS model, selects constant IaaS model features according to the provider offers. After that it defines maximum budget plan by selecting a number of homogenous VMs for adding to its IaaS or removing from it during the rent duration. According to the features of the IaaS, the MUSH framework schedules the uploaded workflows adds, and removes the VMs to the organization IaaS. The main aims of our framework are: (i) Achieve the scalability feature in a perfect way. (ii) Achieve the QoS by meeting the budget and the deadline constraints. (iii) Achieve the maximum utilization of the cloud resources by managing the resources under all constraints. (iv) Consume the power. The overall steps of the MUSH framework are shown in Algorithm 3:

Algorithm 3: VM Allocation

Begin
Apply the initialization stage
Select a workflow from the workflow list
Schedule tasks for each workflow according to level strategy
Return the final solution and execute the workflow according to this solution
If there are unscheduled workflows
   If there are enough resources
      Select a workflow from the workflow list
(Continued)
Algorithm 3: Continued

Apply the task allocation stage
Return the final solution and execute the workflow according to this solution
Go to step 6

Else
Apply the VM allocation stage
Go to step 9
End if

Else
Wait the interval time
Check all running VMs by sending a message for all
If there is a VM does not response in 10 s
Check the problem of the VM
Migrate the task to working free VM
If there are new submitted workflows
Go to step 1
Else
Free the extra VMs
If the server utilization < 25%
Migrate all server VMs to low loaded server
Shutdown the server
End if
End if
End if
End

5 Results and Discussion

In our experiments, we used a heterogeneous virtual network, where different VMs are used in the network. These VMs are generated randomly with MIPS range ∈ [1000–10000] and number of cores from 2 to 12. The memory has size from 8 giga to 64 giga for each VM. We used laptop core i5, windows 7 64bit and Ram equal 12 Giga bytes to obtain the results. Workflowsim [45] is the toolkit simulator that is used to develop the cloud environment and management system.

5.1 Workflow Application Dataset

To evaluate the performance of the virtual network on cloud computing, various scientific workflow applications are used as data set. Some examples of these scientific workflows are shown in Fig. 5. It shows small Montage workflow, CyberShake workflow, Sipht workflow, Epigenomics workflow and LIGO workflow [46]. All workflow applications represent real-life applications. Montage represents a workflow of tasks that is used for processing sky images. CyberShake is a data-intensive workflow application with extremely large memory and high computing capacity used in seismology to classify earthquake hazards in an area. It is used by the Southern California Earthquake Center while Sipht is used in NCBI database for analyzing RNAs in bacterial replicons.
In gravitational science, the more suitable workflow is LIGO. It is used for the detection of waveforms generated by the various events in the universe. Epigenomics is one of the famous workflows that is used for cancer diagnosis. In addition, we used random workflows also. Each user can submit one or more workflows.

5.2 Performance Metrics

To measure the performance of the MUSH system, we use some metrics such as: makespan, throughput, reliability, and power consumption. Tab. 3 shows the definition and the objective of each metric.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Definition</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Makespan</td>
<td>• <strong>Makespan</strong> is the final execution time of the workflow.</td>
<td>• <strong>Makespan</strong> always should be minimized.</td>
</tr>
<tr>
<td></td>
<td>• It is an important parameter for comparing different algorithms.</td>
<td></td>
</tr>
<tr>
<td>Throughput</td>
<td>• <strong>Throughput</strong> represents the number of tasks that are finished in the unit time</td>
<td>• <strong>Measure</strong> the effect of the new system on the response time.</td>
</tr>
<tr>
<td>Reliability</td>
<td>• <strong>Reliability</strong> is the quality of performing and working consistently well.</td>
<td>• <strong>Measure</strong> the degree of the consistency of the system</td>
</tr>
<tr>
<td>Power consumption</td>
<td>• <strong>Power consumption</strong> is the total power consumed during the execution operation running</td>
<td>• <strong>Measure</strong> the amount of power-saving</td>
</tr>
</tbody>
</table>

5.2.1 Makespan

It is an important parameter for comparing different algorithms. In Figs. 6-8, and 9 we compare the new system MUSH with GA, ACA, and IDPSO. The symbol W1, W2, W3, W4, and W5 refer to user workflows. From the figures, we note that the MUSH system has a lower makespan than the GA, ACA, and IDPSO algorithms. It can finish 6153 tasks at 10 VMs after four minutes. The new system
can manage a various number of workflows with a various number of nodes/tasks. It decreases the makespan for all users and saves time. Because users pay for their usage time, we find that the MUCH system also decreases the cost.

**Figure 6:** Makespan of different workflows at virtual network with 50 VMs

**Figure 7:** Makespan of different workflows at virtual network with 100 VMs
5.2.2 Reliability

The previous metric is measured user satisfaction. They measure the time and cost according to the time. In this section, we achieve cloud provider satisfaction by measuring system reliability and power consumption in the next section. By measuring system reliability, the cloud provider can know the percentage of consistency of the system. Reliability is calculated as the number of workflows executed divided by the total number of submitted workflows. Fig. 10 shows the average reliability percentage.
of the new system vs. the systems which use GA, ACA, and IDPSO algorithms. From the figure, we find that the degree of new system consistency is higher than the other algorithms. It can work more time without problems. By using a checking point to check out all running VMs with continuous form, the system can solve running problems and the execution operation continuous without errors. From the figure, we find that the MUSH works with reliability of more than 85% for all cases.

![Figure 10: Reliability results](image)

### 5.2.3 Power Consumption

One of the main issues of cloud datacenters running is a power consumption issue. MUSH system uses an algorithm to manage the running of virtual networks. It moves VMs from low-loaded servers to suitable servers to save power. Fig. 11 shows the average of power consumption of 5 workflows. From the figure, we noted the results of the new system are better than the others. MUSH system can save power and manage the execution operation in a good way.

### 5.2.4 Throughput

User satisfaction is measured by the response time from the system and the number of tasks completed in a short time. Throughput is the metric that is used for measuring user satisfaction. Figs. 12–14, and 15 show the results of the throughput parameters for the MUCH and GA, IDPSO, and ACA algorithms.
From the findings, we note that the MUCH algorithm increases the number of finished tasks in the unit time. This means that the response time also decreases. The system is fit for many workflows. It gives a high number of finished tasks in unit time. This appears in Fig. 15, the system finished the execution of 10 tasks for user 1 in one second, and it finished 29 tasks for all users.
**Figure 13:** Throughput results at 100 VMs

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>IDPSO</td>
<td>11</td>
<td>2</td>
<td>0.55</td>
<td>0.34</td>
<td>0.0824</td>
</tr>
<tr>
<td>GA</td>
<td>10</td>
<td>2</td>
<td>0.5</td>
<td>0.34</td>
<td>0.082</td>
</tr>
<tr>
<td>ACA</td>
<td>6</td>
<td>2</td>
<td>0.5</td>
<td>0.33</td>
<td>0.08</td>
</tr>
<tr>
<td>MUSH</td>
<td>12</td>
<td>2.3</td>
<td>0.6</td>
<td>0.35</td>
<td>0.0825</td>
</tr>
</tbody>
</table>

**Figure 14:** Throughput results at 150 VMs

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>IDPSO</td>
<td>22</td>
<td>5.5</td>
<td>1.35</td>
<td>0.85</td>
<td>0.2</td>
</tr>
<tr>
<td>GA</td>
<td>12</td>
<td>5</td>
<td>1.3</td>
<td>0.8</td>
<td>0.2</td>
</tr>
<tr>
<td>ACA</td>
<td>20</td>
<td>4</td>
<td>1.1</td>
<td>0.8</td>
<td>0.19</td>
</tr>
<tr>
<td>MUSH</td>
<td>24</td>
<td>5.6</td>
<td>1.4</td>
<td>0.86</td>
<td>0.2</td>
</tr>
</tbody>
</table>
6 Conclusions and Future Work

In this paper, we proposed a new system called MUSH to manage a heterogeneous virtual networks-based cloud computing model. MUSH system can schedule tasks from different workflows in VNC for being executed in low time. In addition, the new system can save power by applying a new VM migration algorithm with chick point to treat VMs failure. MUSH system is compared with the system that uses GA, ACA, and IDPSO algorithms to evaluate performance. We measure makespan, throughput, reliability, and power consumption for comparison. From the results, we find that the new system can manage virtual networks in a better way than GA, ACA, IDPSO algorithms. It gives scheduling solutions with low makespan and high throughput values. Moreover, it uses new algorithms for power saving with VMs migration idea and the reliable algorithm built on task migration. The new system has reliable percentages of more than 85% in different cases. It is planned to discuss and reduce the time complexity in the future work.
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