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Abstract: Edge detection is one of the core steps of image processing and com-
puter vision. Accurate and fine image edge will make further target detection
and semantic segmentation more effective. Holistically-Nested edge detection
(HED) edge detection network has been proved to be a deep-learning network
with better performance for edge detection. However, it is found that when
the HED network is used in overlapping complex multi-edge scenarios for
automatic object identification. There will be detected edge incomplete, not
smooth and other problems. To solve these problems, an image edge detection
algorithm based on improved HED and feature fusion is proposed. On the
one hand, features are extracted using the improved HED network: the HED
convolution layer is improved. The residual variable convolution block is used
to replace the normal convolution enhancement model to extract features
from edges of different sizes and shapes. Meanwhile, the empty convolution
is used to replace the original pooling layer to expand the receptive field and
retain more global information to obtain comprehensive feature information.
On the other hand, edges are extracted using Otsu algorithm: Otsu-Canny
algorithm is used to adaptively adjust the threshold value in the global scene
to achieve the edge detection under the optimal threshold value. Finally,
the edge extracted by improved HED network and Otsu-Canny algorithm is
fused to obtain the final edge. Experimental results show that on the Berkeley
University Data Set (BSDS500) the optimal data set size (ODS) F-measure of
the proposed algorithm is 0.793; the average precision (AP) of the algorithm
is 0.849; detection speed can reach more than 25 frames per second (FPS),
which confirms the effectiveness of the proposed method.

Keywords: Computer vision; edge detection; deep learning; feature fusion;
residual convolution

1 Introduction

Due to the influence of external environment, transmission channel and other factors, the image
will inevitably be polluted by noise in the process of acquisition, compression and transmission,
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resulting in image distortion and blur. Machine vision in the field of health, fitness entertainment,
industrial production areas and the traffic detection, security fields have a wide range of applications,
such as the computer to complete the work often involves the real-time image processing, such as
video processing, image analysis, target tracking, etc. The image edge detection is one of the most
important part in the field of machine vision. Image edge detection, as the most basic content in
computer vision and image processing, is an important problem that has not been solved satisfactorily.
Studies on the human visual system show [1] that boundaries in images are very important, and people
can often recognize objects only by rough outlines. This fact provides important enlightenment for
computer vision research, that is, an object can be represented by its boundary, and the original graph
composed of discontinuous points of grayscale in an image can carry most of the useful information
of the original image. The essence of edge detection is to extract the boundary between object and
background in image by some algorithm.

The traditional edge detection algorithm is based on the original image and locates the edge by
obtaining the differentiation of the obvious gray changes in the image. In short, it uses the gradient
changes between light and shade [2]. Its greatest advantages lie in its simplicity and effectiveness. The
classical edge detection algorithms mainly include Roberts operator, Sobel operator, Prewitt operator,
Canny operator, Kirsch operator, Laplacian operator and Laplacian-Gauss (LoG) operator [3–6].
Such methods can obtain fine single-pixel edges in simple scenes, but when there are background,
lighting, other non-edge interference factors in the actual scene, edge detection often appears “over-
detection”, the effect is difficult to guarantee, and the robustness is not high. Because of the above
limitations, it is difficult for traditional differential detection operators to solve the problem of edge
extraction in complex scenes in computer vision [7,8].

In order to solve the defects of traditional edge detectors, researchers gradually use some low-
level features to manually design edge detectors, and use machine learning methods to classify image
edge pixels. Heath et al. [9,10] proposed a data-driven edge detection method by learning the response
probability distribution corresponding to two groups of edge filters. Martin et al. [11] found that
adding texture gradient can significantly improve the edge effect. Then, researchers explored edge
detection based on learning. Sun et al. [12,13] proposed a data-driven, supervised edge detector, which
reduced the detection problem to a dense binary labeling problem, so that features were concentrated in
local areas. However, these methods still have obvious problems in expressing high-level edge features.

In recent years, with the rapid development of artificial intelligence, edge detection methods based
on deep learning have made great progress. Convolutional Neural Networks [14,15] (CNN) have
strong feature learning ability, which can learn higher-order features of images and detect complex
edges more robustly [16]. In recent years, many Edge Detection methods based on convolutional
neural networks have emerged, such as Deep Contour [17], Deep Edge, N4-Fields [18], HED [19,20]
(Holistically Nested Edge Detection) and RCF [21] (Richer Convolution Features for edge detection).
Deep Convolutional Neural Network [22] (DCNN) is used to learn the discriminant features of
Contour detection, and structured forest is used as the Contour and non-contour classifiers of depth
features. Methods such as Deep Contour, Deep Edge and N4-Fields are based on local strategy (block)
for detection, which is easy to lose global information. HED uses full convolutional neural network
and deep monitoring network to add side depth monitoring layer and fusion layer to realize end-to-
end edge detection. HED (Holistically Nested Edge Detection) operates the whole image, providing
convenience for obtaining higher-level information. At the same time, HED uses multi-scale and multi-
level features to insert multiple side output layers into the convolutional layer backbone network
through the mapping of ground truth, and carries out deep supervision on the side output layer. The
finally result is linked to the different layers so that the corresponding level of abstraction can be
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achieved at different scales. However, HED still lost part of the target contour information due to the
low resolution of the high-level feature map [23]. At the same time, since the edge detection result of
HED output is a probability graph, non-maximum suppression is needed to obtain fine edges in the
application. However, this processing method will cause a lot of burrs in the edge detection result, but
there will be problems of coarse edge positioning and inaccurate edge positioning.

All in all, Algorithms based on traditional gradient detection operators, such as Canny operator
and Kirsch operator, are fast in edge extraction, and the extracted edges are fine. However, some non-
edge texture parts “over-detection” and problems of over-sensitivity to noise are too obvious, and poor
adaptability to external scenes. At the same time, the application of deep learning models such as HED
model and RCF model in the field of edge detection, multi-level feature extraction has greatly improved
the scene adaptation of edge detection. However, as the neural network deepens, some necessary low-
level details are lost while extracting higher level global features. And the extracted edge is too thick,
the edge positioning is not accurate. These effects on image segmentation after edge detection cannot
be ignored.

Therefore, due to the limitations of the above algorithm or model, an edge detection algorithm
based on improved HED and feature fusion is proposed. The contributions of this paper are as
follows:

1) An efficient and accurate improved HED image edge detection model is proposed. By changing
the convolution kernel to residual variable convolution, the model has better edge feature
extraction ability under complex background; At the same time, the method of changing
the conventional convolution to empty convolution is modified to ensure that the model has
smaller parameter number and accurate feature extraction ability in complex background, and
can detect more accurate edges.

2) A multi-feature fusion edge detection algorithm is proposed; By integrating the low-level
features extracted by adaptive gradient operator and the high-level features of HED algorithm,
the algorithm overcomes the problems of poor precision and sensitivity to noise in edge
detection, and has a good adaptability to edge detection in complex environment.

2 Detection Algorithm Based on Improved HED and Feature Fusion
2.1 Overall Network Structure

As shown in Fig. 1, The overall structure of the network is based on Oxford Visual Geometry
Group (VGG) network, combined with the whole nested network from image to image and the
improved Otsu-Canny edge detection algorithm. The network structure proposed in this paper is
mainly divided into three parts: The first part is a deep learning detection network based on VGG16
and combined with HED network model. The deep learning detection network is used to extract multi-
level semantic features and output feature edge images. The second part is to consider the introduced
Oust-Canny operator sensitive to the edge, self-adaptive single pixel edge; The third part is weight
fusion, weight fusion is carried out on the feature images obtained from the side output of each
stage, and finally weight fusion is carried out on the edge extracted by oust-Canny operator, and the
image edges with multi-level features and high precision are extracted. This paper will focus on the
improvement of the network.
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Figure 1: Network structure of edge detection algorithm

2.2 Backbone Network Construction

HED (Holistically-led Edge Detection) network is based on VGG (Visual Geometry Group)
network, and is an end-to-end process, which inherits the feature extraction capability of VGG
network. In the backbone part, VGG network is still used, but all the fully connected layer structures
are removed, only the convolutional layer is retained, and a side output layer is added at each stage.
Considering that edge detection only needs to extract the features of each layer, this structure can
extract multi-level and multi-scale feature information in the image. The HED network structure is
shown in Fig. 2.

Compared with VGG network with limited input image size, HED network can realize training
and post-prediction of images of any size due to the elimination of the full connection layer. The
number of parameters is greatly reduced with the removal of the full connection layer, which improves
the operating efficiency of the network. By using multi-scale and multi-hierarchy, HED network can
insert multiple side output layers into the backbone network, and conduct in-depth supervision of
feature information on the side output layer, and connect the final results with the results of different
layers to optimize the edge.
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Figure 2: HED network structure

HED classifies the edge detection task into a binary task for each pixel-“edge” and “non-edge”.
For each output layer, the total loss function is the weighted sum of all output loss functions, as shown
in Eq. (1).

Lside(W , w) =
n∑

m=1

αml(m)

side(W , w(m)) (1)

where, αm represents the weight of the loss function of each side output, l(m)

side(W , w(m)) represents the
loss function of each side output, which is a cross entropy loss function of class equilibrium. During
training, the loss function traverses every pixel of the input image and every pixel of the output
probability graph. For each image, this function is shown in Eq. (2).

l(m)

side(W , w(m)) = −β
∑
j∈Y+

log Pr(yi = 1|X ; W , w(m)) − (1 − β)
∑
j∈Y+

log Pr(yi = 1|X ; W , w(m)) (2)

where β = |Y−|/|Y |, 1 − β = |Y+|/|Y |, Y− and Y+ is not edge pixels and marking label for the edge
pixels; Pr(yi = 1|X ; W , w(m)) is the response value with side output computed by logistic regression
function. The response value of each side output layer can be obtained through logistic regression,
and the response can be assumed as Ŷ (m)

side of the m side output layer:

Lfuse(W , w, h) = Dist(Y , Ŷfuse) (3)

where Ŷfuse = σ(
∑M

m=1 hmÂ(m)

side); h represents the fusion coefficient of each side output layer. Dist(Y , Ŷfuse)

indicates the distance between the predicted result and the label, which can be calculated using the cross
entropy function. According to the sum of fusion cost and side cost, the parameters in the convolution
kernel and the fusion weight of the final network are optimized iteratively by gradient descent method,
as shown in Eq. (4).

(W , w, h)∗ = arg min(Lside(W , w, h) + Lfuse(W , w, h)) (4)

In this paper, HED Block1-Block5 is used as the backbone network, where each block is enhanced
with a 1x1_1 convolution layer, and the image is supervised after the up-sampling value of the original
image size. This design can improve the accuracy of subsequent feature extraction. At the same time,
residual deformable convolution will be introduced in subsequent convolution operations to improve
the generalization ability of convolution. After the convolution operation, the normalized ReLU
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activation function will be processed to reduce the size of data in the network. In addition, the cavity
convolution model is introduced in the subsequent convolution process to increase the receptive field,
so as to enhance the edge multi-scale characteristics.

2.3 Residual Deformable Convolution

In this paper, an improved whole nested edge detection network based on deformable convolution
and extended convolution [24] is adopted to solve the problem that HED network is not accurate
enough to detect multi-overlapping image edges. The model uses residual deformable block instead
of traditional convolution to learn local detail features and adaptively adjust the receptive field.
Considering that the increase of the receptive field leads to the decrease of image edge acuity, which
leads to the problem of under-segmentation, the void convolution is used to replace the conventional
pooling layer to increase the receptive field without reducing the image resolution.

A residual deformable convolution is introduced to solve the problem that HED network
can easily lead to rough edges of segmented images and poor adaptability to complex standard
convolution. An additional direction parameter is added to each convolution kernel element [25],
which enables the convolution kernel to be extended to a large range during training. It is mainly
composed of ConOffset, standard convolutional layer, ReLU (rectified linear unit) layer, BN (Batch
Normalization) layer and Dropout layer. Its module structure is shown in Fig. 3.

Figure 3: Residual variable convolution block

Traditional convolution kernels are mostly standard sizes, such as 3 × 3, 5 × 5, etc. Such standard
convolution has poor adaptability and weak generalization ability. Due to the complex shapes and
varying sizes of some image edges, it is difficult for standard convolution to extract all features of
complex edges. Deformable convolution is an improvement on the standard convolution, it increase
the offset through in convolution unit, end-to-end in gradient back propagation learning, after
continuous training study, the offset can make the size and location of convolution kernels according
to dynamically adjust the characteristics of the need to extract content, convolution kernels sampling
point will be as an adaptive changes in the learning, In this way, we can learn image features of different
sizes and shapes. In order to prevent over-fitting of the model, the Dropout layer is introduced and
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normalized results input to the Dropout layer, which reduces the time of training process and improves
the generalization ability of the model.

2.4 Extended Convolution

Another improvement of this algorithm is to use empty convolution instead of conventional
pooling layer. In convolutional neural networks, the pooling layer performs down-sampling of features
to reduce the size of output space, thus increasing the receptive field and reducing the number of
network parameters, thus reducing the complexity of computation. However, pooling layer has a
defect, that is, it will not only reduce spatial sensitivity in the segmentation process, but also may lose
some important edge information, which will directly lead to the under-segmentation of edge images.

Based on this, extend convolution [26,27] is used to replace conventional convolution, that is, “0”
is filled in the middle of the convolution kernel, and the convolution kernel is enlarged in this way
to increase the receptive field. The advantage of this operation is that it can increase the receptive
field and obtain the global information of the image better even without the pooling operation. In the
empty convolution, the void rate is the number of “0” between the specified kernel elements. If the
kernel size of the defined empty convolution is T, then the size y of the expanded convolution kernel
can be calculated, as shown in Eq. (5).

y = t + (t + 1)(t − 1) (5)

By setting the void rate, the size of the convolution kernel can be effectively expanded. Fig. 4 shows
the expansion diagram of the 3 × 3 convolution kernel at different void rates:

Figure 4: Extended convolution

2.5 Edge Fusion Based on Adaptive Canny Algorithm

Since the output result of the network is abstract edge, which reflects the middle and high level
semantic information of the image, it is the probability graph of the edge position in the image. In order
to obtain the edge of a single pixel [28], the method of non-maximum suppression is usually used to
process the probability graph. However, since the probability distribution usually has a small deviation
from the actual position of the edge, the single-pixel edge obtained by non-maximum suppression will
have certain fracture and burr. In order to avoid this phenomenon, an edge response fusion algorithm
is proposed. By binarization of the edge probability distribution map obtained by the improved HED
network, the edge extraction result based on the improved HED network is obtained, and then the
edge is fused with the edge with accurate position detected by the traditional filtering algorithm. The
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edge detection results of single pixel, accurate positioning and prominent edge are obtained. The edge
fusion process is shown in Fig. 4.

In this paper, the maximum variance between classes (Otsu) method is used to obtain the edge
extraction threshold TH, which is used to binarize the edge probability graph output by the improved
HED network into an edge graph. Set w0(t) as background proportion, u0(t) as background mean
value, w1(t) as foreground proportion, u1(t) as foreground mean value, and u as the mean value of the
whole image. Then the threshold th can be obtained by Eq. (6).

th = Max[w0(t) ∗ (u0(t) − u)2 + w1(t) ∗ (u1(t) − u)2] (6)

There are many traditional filtering based edge extraction methods, such as Sobel, Roberts,
Prewitt, LOG, etc. Compared with the above method, Canny algorithm has a larger signal-to-noise
ratio and higher detection accuracy. Therefore, this paper adopts the edge extraction method based
on adaptive Canny and the edge extraction method based on improved HED network.

Compared with the above method, adaptive Canny can adaptively adjust the threshold value
according to the local gray value of the image to achieve the maximum SNR (signal-noise ratio)
improvement. Therefore, the edge detected based on Otsu-Canny is fused with the edge detected by the
improved HED network in this paper, and the fusion algorithm has higher sensitivity. Higher accuracy
and stronger anti-noise interference ability make the fusion result more accurate with the probability
graph obtained by improved HED. The specific fusion process is shown in Fig. 5.

Figure 5: Edge fusion algorithm

3 Experimental Results and Analysis
3.1 Dataset and Training Network Models

Edge detection algorithm was used in the dataset using the open-source dataset BSDS500 from
Berkeley University. BSDS500 is a widely used edge detection dataset, which contains 200 training
images, 100 validation images and 200 test images. BSDS500 has a natural image segmentation
database with manually drawn truth value. Each image is manually labeled by at least 5 callers, and the
final truth value is averaged for all labeled edges. In addition, to prevent insufficient data from leading
to over-fitting training, the original data set was enhanced [29], and the training images were cropped,
rescaled, flipped, and rotated to form a set of 260,000 overlapping 48 × 48 patches.
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In terms of network parameter setting, Adam algorithm was used to optimize the loss function
of the network model in the pre-training stage. The initial learning rate was 0.001, weight attenuation
was 0.001, and the number of iterations of the model was 200. In the side output training of the pre-
trained network, the initial learning rate was set at 0.001, the weight attenuation rate was 0.001, and
the number of model iterations was 150.

The experimental running software environment is 64-bit Ubuntu 16.04 system, running frame-
work is Pytorch 1.3.0 and Python 3.6. The hardware environment is Intel(R) Xeon(R) E5-2678CPU
@2.50 GHz, memory 16 GB, GPU GeForce GTXTITAN Xp, and video memory 12 GB.

3.2 Subjective Evaluation

In order to fully compare the advantages and disadvantages of the network in this paper, Canny
algorithm and HED network, four test images are successively selected for simulation test. The test
results of each image in each algorithm are shown in Tab. 1.

According to the simulation results in Tab. 1, the accuracy and the integrity of the improved
HED edge fusion algorithm are significantly improved: the original HED algorithm can better reflect
significant edges in the scene, but the contour is fuzzy. The edge line obtained by Canny operator is
thinner, but some texture parts in the scene are mistakenly detected as edges. RCF algorithm is still not
ideal for some complex background processing, and the outline is not too fine and thick. According
to the above simulation results, the edge detection results of the multi-feature fusion model proposed
in this paper are closest to the truth value.

3.3 Objective Evaluation

The results of edge detection algorithm need unified quantitative standards, that is, quantitative
evaluation through evaluation indicators, The optimal dataset scale (ODS), optimal image scale (OIS),
average precision (AP), FPS (Frames Per Second) and distance error curves [23] are usually used for
image edge detection. ODS represents the F-measure value of the whole database under the same
threshold value of test set images, as shown in Eq. (7). OIS represents the best F-measure value of a
single image when the best threshold is obtained in the samples of the test set. AP is the curve area
of precious and recall. The P-R (precious-recall) curve represents the edge detection capability of the
algorithm.

F − measure = 2 × precision × recall
precision + recall

(7)

where precision = TP/(TP + FP); recall = TP/(TP + FN); The number of TP (true positives) cases that
were correctly classified as positive examples; FP (false positive) is the number of positive cases
incorrectly classified, while FN (false negative) is the number of negative cases incorrectly classified,
that is, the number of positive cases actually classified as negative cases.

AP is the curve area of precision and recall. The P-R curve represents the edge detection capability
of the algorithm.

AP =
∫ 1

0

p(r)dr (8)

where, P(r) is the precision-recall curve, and r is the recall rate. AP is the average precision of the P-R
curve.
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Table 1: Comparison of detection algorithms

BSDS500 data set was used for performance evaluation, and the model proposed in this paper
was compared with HED model, RCF model and Canny model. It can be concluded from the results
in Tab. 2 and Fig. 6 that the average accuracy of the model proposed in this paper on the BSD500 data
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set is 0.849, while the F1 value is 0.79. The model proposed in this paper has good accuracy and at the
same time guarantees the detection speed of more than 25 frames per second.

Figure 6: Precision-Recall assessment

Table 2: Edge detection performance comparison

Method ODS OIS AP FPS

Ours 0.793 0.817 0.849 25+
HED 0.788 0.808 0.840 20+
RCF 0.792 0.821 0.849 20+
Canny 0.611 0.640 0.580 35+

Figure 7: Distance error curve
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Since the edge points are extracted by the neural network, the edge regions predicted by the neural
network should not only contain all the real edge points as far as possible, but also require the false
positive points to be as close to the real edge as possible to avoid isolated connected domains. However,
P-R curve cannot reflect the spatial position of predicted edge points, so distance error is introduced
as an evaluation index in this paper. The distance error represents the closest pixel distance between
the false positive point and the real edge. In order to calculate the distance between false positive point
and real edge, the concept of distance field is introduced. The core idea of range field is to define a
range value for each target point in discrete space, which represents the minimum distance between
the point and all boundary points, and all target points and their corresponding distance value form
a range field.

Range error as shown in Fig. 7, the results can be seen that the proposed fusion algorithm to
extract the edge of the edge response range error curve under the condition of different thresholds are
better than the other measurement methods, especially when the threshold is less than 100, advantage
is obvious, to illustrate the results of the proposed algorithm is more gathered near the edge of real, It
has certain advantages in edge extraction.

Although the overall effect of the model proposed in this paper is effective in the above evaluation,
the effect on a small part of images is not satisfactory. A typical wrong picture is selected, as shown
in Fig. 8. Similarly, the HED model and RCF model were tested, and similar problems occurred in
the complex multi-object background, that is, the network model made mistakes in the feature fusion
of edges of different scales. It can be seen that the detected edge lost part of the left wall feature, as
well as the ear hair feature. In addition, the comparison of the three network models at the edges of
the animal’s face was too complex and fuzzy. Although the edge detection technology based on deep
learning has greatly improved the detection accuracy and robustness compared with the traditional
algorithm, it has the problem of detection failure for the edge with too complicated background.

Figure 8: Detection failure cases

According to the above comparative experiments, the network model proposed in this paper is
quantitatively evaluated on ODS, OIS, AP, FPS and distance error curves. The OIS of the algorithm
proposed in this paper is 0.793, which is the best of the comparison algorithms. The AP of the model
proposed in this paper is 0.849, which is not inferior to the performance of RCF, and the FPS is
much higher than that of RCF model–the frame rate is above 25; At the same time, because the edge
contour detected by HED model and RCF model is relatively thick, the distance error is unacceptable.
The distance error curves of the network model proposed in this paper are superior to those of other
methods, and have a good effect on the edge location of precision objects. The multi-feature fusion
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edge detection algorithm proposed in this paper has good detection accuracy while maintaining good
detection speed. Meanwhile, the precision of edge ensures the precision of edge positioning and the
overall performance is the best.

4 Conclusion

In order to improve the performance of edge detection in complex natural scenes, this paper
proposes an edge detection network based on improved HED network and adaptive Canny fusion.
In this network, VGG16 is used as the network backbone, and the feature extraction part is combined
with the extended convolution and the empty convolution of the variable residual line, so that the
model can obtain the edge structure features and spatial information of the scene to a greater extent,
which makes the model better adapt to the complex scene. At the same time combined with Otsu-
Canny high sensitivity and high fine edge advantages; The BSDS500 data set is used for performance
evaluation. The edge detection results of the algorithm model proposed are closer to the true value
and performs better at multi-scale subjectively. Meanwhile, the algorithm model in this paper obtains
the best edge detection results: ODS-0.793, OIS-0.817, and AP (average precision)-0.849. Although
the network in this paper is superior to the comparison algorithm in terms of objective indicators,
some scenes with overly complex backgrounds are still over-detection and feature missing, which will
continue to be studied in the future.
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