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Abstract: Lie detection test is highly significant task due to its impact
on criminology and society. Computerized lie detection test model using
electroencephalogram (EEG) signals is studied in literature. In this paper
we studied deep learning framework in lie detection test paradigm. First,
we apply a preprocessing technique to utilize only a small fragment of the
EEG image instead of the whole image. Our model describes a temporal
feature map of the EEG signals measured during the lie detection test. A deep
learning attention model (V-TAM) extracts the temporal map vector during
the learning process. This technique reduces computational time and lessens
the overfitting in Deep Learning architectures. We propose a Cascading
attention model with a deep learning convolutional neural network (CNN).
V-TAM model extracts local features and global features in separate paths
spatial and temporal. Also, to enhance the EEG segmentation precision, a
novel Visual-Temporal Attention Model (V-TAM) is proposed. The accuracy
was evaluated using data measured from a sensor from a public dataset of
9512 subjects during fifteen minutes lie detection task. We compared our
model with three recent published models. Our proposed model attained the
highest performance of (98.5%) with (p < 0.01). The visual-temporal model
of the proposed platform shows an optimized balance between prediction
accuracy and time efficiency. Validation investigation were performed to prove
the correctness and reliability of the proposed method through sizing of the
input data, proving its effectiveness in attaining satisfactory performance by
using only a smaller size input data.
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1 Introduction

Recent studies have been performed to launch a feasible and robust lie detection test computerized
method to prevent crimes lie-related casualty and losses [1-3]. Recently, lie detection test models
are based on extracting multiple features, such as physiological features from EEG signals [3-5],
electrocardiogram signals (ECG) [6,7] and electromyography signals (EMG) [&]. Also, visual features
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such as facial features and eye blinks [9-12]. Recently, the authors in [13] presented a review of
research studies in automated lie detection models revealing new relevant trends. Among these trends,
physiological metrics have expanded attention for its assessment of lie status of person under test that
are independent of other conditions. EEG signals are reliable biomarker for lie detection [14—16]. It
is noteworthy saying that most of the results were obtained for individual subject-lie detection test,
due to evidences of lie is always person-reliant on with large variances in developmental and EEG
signals [17-21], with same distribution assumption of same feature set [22—24]. The physiological
nature of the signals may enlarge the differences among tested subjects [25]. Another approach to
enhance the reliability of lie detection models towards a lie detection expert system is to apply personal
identification, which might simplify the cross subject lie detection to within-subject detection. EEG
signals have reliable long-term investigation for lie detection [25-27]. An efficient platform for robust
lie detection test from EEG signals would can be achieved. However, there is no such study for the
feasibility of EEG-based deep learning model to achieve robust time efficient lie detection test. This
goal has been the main motivation for this research. We aim to develop new method for deep learning
based lie detection model. Deep learning attention (DL-Attention) models are used extensively in
pattern recognition [28], handwritten recognition [29-31]. DL Attention is utilized for grid-like input
topology. i.e., the input data are correlated such as 2-dimensional data in images. Therefore, DL
Attention has been used in many applications such as cancer diagnosis [31], signals differentiations
and EEG classification [32,33]. Many recent studies used Attention models for lie detection and
performed well [34]. These studies revealed new results for feasible and robust lie detection models.
In this research, we utilized dataset of recorded EEG signals from multiple sensors with inherent
correlation. Hence, DL Attention model was utilized to discriminate the subject lie state with brain
activities. DL Attention employs computerized data mining from EEG datasets [26]. EEG is brain
activities pointers where successive instants are highly correlated. Classical deep learning (DL) models
do not have enough memory to process sequential data correlation, which can yield to signal loss.
In this paper, we propose a platform that syndicates deep learning with the attention model. Such
platform was used previously in natural language analysis for long-term memory computation [31].
The logic of our proposed model is that the is correlation existed in one channel signal implicates Lie
state. We developed a practical lie detection system for robust usage. The proposed study presents a
unified deep learning and Attention based model that could achieve lie prediction.

The rest of this paper is planned as follows. Section 2 depicts the methodology and the data
description of the participants in the dataset, the data preprocessing and experiment design, the EEG
signal acquisition. The lie state definition using objective behavior measures and the V-TAM Attention
classification model. In Section 3, we introduce the experimental results. Section 4 entails discussion.
The conclusion is depicted in Section 5.

2 Methods

The model is described in details; the model starts with a data preprocessing phase in Section 2.1.
Section 2.3 will describe the V-TAM Attention model in details. The V-TAM model depicts the spatial
and temporal attention model. Classification and validation process are then described.

2.1 Data Description and Preprocessing

EEG signals were recorded in the dataset utilizing the HD-72 Cognionics headset with 32
noninvasive devices on the person’s head utilizing 15-30 sensor system. The Cognionics 72 wireless
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EEG device with two sensors. The flex one is positioned over the head and the Drypad is located over
the forehead.

The sensors described in the public dataset [28] are the horizontal mastoids. Electro-oculogyric
(EOG signals) were logged from electrodes positioned above the both eyes. The resistance of the device
was less than 24 kilo ohms (k2) in the recording session. The signals were measured at 240 hertz (Hz).
The EEG were stored on the processor i5-3800U through Bluetooth antenna. The EEG signals were
normalized into 1—56 Hz range utilizing a Fourier series transform. The filtered EEG signal are then
averaged across all channels. The high correlation components in the EOG signals were also eradicated.
Also, data with 6 decibels (db) frequencies are discarded. EEG preprocessing is done using EEG
MatLAB toolbox [31]. Also lie feature will lessen the model performance, and can increase the model
propensity for faulty detection [32]. Therefore, the objective measures for our model were computed
to decide on the most rejected lie value. Precisely, the developmental enactment of the subjects in a
30-min window was recorded where the first 5-min with the lowest variation was reported as a vigilant
state and the last 5-min as the most lied. Statistical study depicts that there is a p < 0.01 significant
difference (Fig. 1). Hence, the final 5 min were assumed to define the maximum attentive lied states in
our research.
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Figure 1: Average response time in 5 settings for 100 people

2.2 The Proposed V-TAM Attention Model

In this paper, we present a Deep Learning technique for lie prediction. EEG data signals are used
as input for the lie detection in both spatial and temporal dimensions. EEG signal in the first and
last Smin were also labeled and contained for lie detection. Definitely, the input to the model is a
2-s interval of the EEG signal (annotated as a single label) with a dimension of 25 x 260 with no
intersection. Therefore, there are 300 EEG labels for each subject for the lie detection test. A k-fold
cross validation technique was used to validate the prediction performance with 80% of the input
signals was used training and 20% for testing.

2.2.1 Spatial Attention Process

Previous methods typically choose EEG channels randomly assuming all channels have an equal
role. Nevertheless, the dynamic brain areas for the same lie detection action are diverse for various
people, which implies that the forte of the EEG signal differs from one person to another, as well as
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for various readings by the same person. This disparity will yield lower prediction accuracy. Thus,
to choose the best EEG channel for computing the distinguishable feature map representations for
different subjects and eradicate the mistakes caused by traditional selection methods of EEG channels.
In this paper, we present a spatial attention neural module.

We define the parameters of the S squares (defined in Fig. 1) in Tab. 1. Let Z € M”*" be the
data of side length L of 25. We first utilize these square data into four convolutions (Conl — Con4) to
produce feature representation vectors V1 to V4, where they belong to M*>*?*# and M = 8 denotes the
number of feature maps. Then, V; are reformed (M1i) to M?***® and MW *®*P 'to permit multiplication
of the two matrices. At the end, a Softmax classifier is employed to compute the temporal attention
representation map vector V € M

Sim(V', V")

1j — 1
> Sim(Vi, V) W)
Table 1: Structure of the proposed V-TAM-temporal attention network

Attention model

Input 7(20,25) Z7(20,25) V(8x8 V(8 x8 V1, V2 V3,Z V4,7, n

specification x 8) x 8)

Layer name Conl Con2 Con3 Cond M12 V4 v

Output - - - - V(3 x V(3 x3x V(22,

specification 3x3) 3) 25)

Feature 12 12 2 2 2 2 2

representation

vector

Kernel stride (2, 1) (1, D 2,1 2,2) 2,3 - -

Sim is defined as the similarity score, which utilizes dot operation to compute the similarity score.
Sim ( V', V7') depicts the similarity score of the channels numbered i and j, and has a value between 0
and 1. The number 0 means a null similarity score and 1 means total similarity. The proposed V-TAM
Attention model using EEG signals is depicted in Fig. 2.

Dot operation between V and Z”*” is computed to obtain the temporal predicted value which is
defined as a weighted value of the multiple channels. The model is trained by the same score from
the different layers and changes the score by adding temporal signals with weighted score. We define
3a residual threshold value by applying the dot operation of a learnable variable p and compute the
summation of the temporal signals to compute the output temporal feature vector.

2.2.2 Feature Extraction in Temporal Domain

We join all the temporal features into one map from the EEG continuous data. The second
convolution layer of kernel stride of 1 x 32 is executed in the temporal dimension. Afterwards, the
convolution output is forwarded to the classifier. The output is converted from (3, 32, 125) to (30,
22, 101). Also, the third convolution of stride (32 x 1) is employed to the feature map. The analogous
output become (30,1,101). The max pooling with stride size of 1 x 64 and another pooling of 1 x 12
is employed to produce a grainier feature map vector. The output will be diminished to (30, 1, 49). At
the end, the nonlinear score function is utilized before the max Pooling process and the log activation
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function is employed to the final output of the max Pooling. All feature representation are forwarded
to the last convolution namely Con4, and its output has stride size of (3, 1, 1). The Softmax classifier
is utilized to accomplish multi class of the four classes.
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Figure 2: The proposed V-TAM attention model using EEG signals with spatial and temporal attention
models

2.3 Network Structure

The proposed V-TAM Attention model consists of multiple convolutional (CL) and Maxpooling
(ML) layers with double fully-connected (FL) and a single attention layer (AL) as depicted in Tab. 1.
The convolutional layers have various sizes of kernels (fuzzy filters), which improves the signal features
and lessens noise. Each CL can be defined as follows,

v=f (ZLMJCU’[/ x v 4 ,Bj’) (2)

where, v/ denotes the feature-vector of the first CL-kernel of the j** CL with a dimension of 8 x 16 x 320.
f defines the Swish ReLu.

f(v) =v.sigmoid (6 *v) 3)

where, 0 is a constant. M, defines the accepted range of the present neuron and depict the i weight
of the j* kernel of the first CL. B! is defined as the offset coefficient of the j* value of the 1" CL.
The V-TAM model utilizes encoder-decoder platform where the DL represents the encoder and the
attention model represents the decoder. In this paper, we define EEG signals as a temporal series of
temporally correlated data. The attention phase emphasizes on the segmentation of EEG signals of
the lie state features. The attention model is described where after the FL layer of the model, the data is
reorganized into a 92 x 48 array (m;), which is analogous to a transfer model. Each line of m; represents
i verdicts. The V-TAM model can be depicted as follows,
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z; = tanh (w,n; + B,) 4)
a=exp(zz)/ Z.exp (z]'z) (5)
r= Zia, m, (6)

B, defines the bias. z; defines the representation of the hidden 1, the computed w;,. o, is a computed
significance that is computed by the likely hood: z; and z,. z, is the hidden data of an EEG signal piece
(single line of m;). After that, we compute y which is the additive EEG signals.

2.4 Classification

Softmax can resolve the multiple classification challenge and is utilized in our research to perform
lie detection task. Depending on different input v, the probability p defines the prediction result.

The model hypothesis generates a vector (Not-Lie/Lie) for lie detection. The addition of the vector
values is equal to one.

(p((F =11 v; 0]

P =21 V5 0
hpj (Vl) == )

(' =k | V0

_eVJ]Tv,-_
. 1 ) . .
hy (v’) = —F ,k = Not_Lie or Lie staes 7
eﬂgvi
1

where, @,, 0,,..., ¥, € R"" define the model hyper parameters, W performs the probability

j=1

normalization so that the probabilities sum equals to 1. The output with the higher likelihood generates
the prediction result. To improve the learning time, we utilize the prediction loss function for this deep
learning that is computed as:

Loss = —Z_r,log (my V') (8)
where, r defines the model output and m,, is the likelihood of an item as an element to a class.

The training phase for the model is depicted in Algorithm 1. The precision of prediction (PR) is
depicted as follows:

PR =1 (Z_IN) %100 9)

Z =
where, t has a value of 12 (12-fold validation), z denotes two states (Lie state detection). N; denotes

the count of the right state. PR, will be mapped to PR, which denotes the prediction precision of our
model. The system is implemented with MatLab on the GPU processor (V7-9800).
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Algorithm 1 Training Phase
Start
Input

e Dataset with true labels (L(d), r,) d =1, L(d) is the d™ instance and r, is the
label of L(d)

e Attention learning model: T (L; ©); @ is the set of parameters and L is set of
training instances

e Loss computation function: Loss(r, 1), r is true labels and r’ is the predicted r.

e cpochs p; with batch size of 128

Output:
@ for the attention model T (L; 0);

Initialize ¥;
forp=1:p

Get number of batches (128) of instances from L(d);

L7(d) <« is the permutation of the rows of L(d);
forj=1:16

Perform permutation of the L™(d);;
end for
Update ¥ (p) using Adam optimization model for the Loss in Eq. (8)
end for
form=1:16

PR = Average(PR: (T (L; %))

end for
End

2.5 Validations

1) Comparative Study with Different model: The performance of our model is compared using
three models: CNN, D-LSTM, and Attention neural nets., We will describe these models
briefly. CNN model utilizes the CNN configuration with no attention phase; deep long short
term memory (D-LSTM) combines the deep learning model with the a long-term/short-term
memory architecture (LSTM). The Attention neural model employ an attention layer.

2) Kernel Size: In the V-TAM model, we utilize CL with input of 22 x 240 dimension. Hence, an
appropriate kernel size will pledge the feature extraction and reduce. To study the influence of
kernel size, we perform exhaustive analysis multiple kernel sizes and discover the kernel size
that yield the best accuracy.

3) Impact of the Input: To study the robustness of the introduced method, we employed two
investigation studies to measure the impact of the inputs. Lie state prediction: A practicable
lie predication model uses smaller size data. Hence, we use measures for the accuracy of lie
prediction using subset of the input.

3 Results

In the experiments, a public dataset was used for this research. The dataset involves EEG signal
recorded during classical lie detection test with non-invasive multiple sensors. The dataset includes
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931 male and female subjects of ages 43.13 4= 10.68 years [28]. Each subject has no history of mental
illness.

3.1 Experiment Design

To efficiently represent the lie state of the involved subjects, we design our research experiment
so that we can use the dataset efficiently. To reduce the experiment complexity, we only study the
temporal factors for each subject related signal rather than subjective factors such as the attitude of
the subjects [33]. Specifically, simulated lie detection EEG signal recording experiment was reported,
which embraces a simulated sensor system (Logitech L.24 lie detector simulator). Based on previous
lie detection studies, the duration of the setting is 30 min for salient effect [30—32]. As described in
the public dataset in [26], a safe sole setting was used. The dataset recorded the EEG signals for
the subject who randomly received various personal questions with known answers, produced with
random intervals. The latency between the question and the response made by the subject was defined
as the response time (RT). The response time variation of the subject was reported for the prediction
of the lie state. Given the association between heart rhythm and mental tiredness [31], all data were
recorded between 10-12 am to eliminate this potential factor.

3.2 Lie State Detection

We performed the lie detection process utilizing the EEG signals with the V-TAM Attention
model and compared the prediction rate with the DL-Attention model [21] and D-LSTM model [24].
Statistically, the compared models display significant variances in the performance (F3,132=123.7,
p <0.002), the proposed V-TAM system yields the highest accuracy in lie prediction as depicted
in Fig. 3. The next best prediction was attained from the D-LSTM technique. More study of the
lie prediction model accuracy at subject level, was depicted on 930 recorded subject’s EEG in the
dataset. An accuracy as low as 97% was displayed. We also computed the computational time cost of
the compared models with the proposed V-TAM Attention model utilizes a low 0.19 s to finish the
prediction at each epoch.

all subjects
Subjects in the ages 51-65

Subjects in the ages 41-50

Subjects in the ages 30-40

84 86 88 90 92 94 96 98 100

V_TAM ®DL-Attention model ™ D-LSTM

Figure 3: Prediction rate
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3.3 Kernel Size

In the proposed model, three layers were utilized to balance the accuracy with the model training
time. We investigated the effect of various kernel sizes on the computational time complexity for binary
classification of lie state detection. We establish that the model performance is satisfactory for various
kernel sizes with the highest performance of 98.5%. this performance was attained utilizing 3 x 5 x 5
kernel size. A lower performance of 94% was attained for kernel of 2 x 7 x 3. We also investigated the
prediction at subject level and we attain the lowest accuracy among various kernel sizes for the V-TAM
vs. the other two models (Fig. 4). The best performance was attained with a kernel of 2 x 7 x 4, with

the lowest variance.
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Figure 4: Kernel size

3.4 Input Data Size

To evaluate the robustness of the V-TAM system, we completed experiments to display the model
stability with various sized inputs which is depicted in Fig. 5 using Pearson coronation. We discovered
the highest stable accuracy for EEG in the Lie state (average accuracy =98.4% vs. 97.2% utilizing
vigilant data). However, utilizing diversified data (data from Not-Lie and Lie states). We evaluated
the computational time cost with three various sets of inputs with reasonably efficient prediction with
only partial the computational time when diversified data was utilized.

1
0.9 _’./’—;—/o‘
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Figure 5: Pearson correlation between actual lie test (with known truth) and predicted output from
our model for different input questions
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We also measured the feasibility of the proposed model structure with input data form less
channels. Precisely, four subsets of the EEG data were used (Fig. 6). As estimated, the performance
of the lie detection model was less than when utilizing brain signals from more than one channel.
Precisely, the best prediction is attained from the frontal and side channels. Our model performance
for lie detection show comparable the highest accuracy across the four EEG channels with the highest
performance attained from the frontal (Accuracy Frontal = 94.5%), data from frontal area yield a
balanced performance.

1
0.
0.
0.4
0.

0

'Wo Three Four Five Seven Eight
channel channels channels channels channels channels channels

[ee]

o))

[\S]

B Ground Truth ~ ™ Predicted output accuracy

Figure 6: Average accuracy of actual lie test (with known truth) and predicted output from our model
for different channels

3.5 Prediction Computational Time

We compared our model with other lie detection models namely DL-Attention model [21] and
D-LSTM model [24]. We utilized the classification CPU time as depicted in Fig. 7 As depicted our V-
TAM model has the lowest CPU time for classification vs. the other models when the questions exceed
10 question. Below 10 questions all models are comparable. We also compared the time cost that our
model needed in training vs. other models as depicted in Fig. 8.

80
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§ 50
2 40
£ 30
g 20
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5 10 15 20 25 30 35 40
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Figure 7: Mean time cost for prediction for our model vs. the state of the art model
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Figure 8: The cost of training time for different models using different number of questions in the Lie
test

3.6 Ablation Experiments

The ablation results are employed to investigate both temporal and spatial attention model. To
study the impact of temporal attention alone, and the spatial attention alone in the CNN, we performed
ablation experiment as depicted in Tab. 2.

Table 2: The ablation results using temporal attention model or spatial attention model or both

Temporal attention Spatial attention Both temporal and spatial attention ~ Accuracy
models
J 90%
J 92%
NG 98%

4 Results Discussion

In the proposed study, we tested the feasibility of our model using subsets of the signal data and
verified an adequate performance through utilizing EEG signals from frontal and side areas. The
prominence of our efficient lie detection model is evident, and our platform moves forward for a
practical correct system for lie detection.

4.1 EEG-Based Verification

EEG signals for brain learning, have been attracting significant interests matching recent deep
learning advances. Here, we have proved the feasibility of employing EEG signals for lie detection.
Compared with classical measures where static patterns are used. EEG signals has the unique
advantages of resistance to deceiving attacks and the disability to be used under coercion EEG-based
Lie Detection models.

EEG-based Lie detection has a resurgence of attention recently, taking advantage with recent
improvements in deep learning research [24] in public databases and attained high prediction accuracy.
To validate the high performance of our proposed model in lie detection, we compared our model
performance vs. other state of the art models utilized in Tab. 3 on the EGG data as depicted in Fig. &.
The validation of the correctness of the input data was investigative in nature to validate the model
reliability. Therefore, we did not utilize exhaustive permutations of the EEG channels. We also optimize
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electrode choice in advance of studying the electrodes utilized in the system modeling and might result
in higher opportunity to lessen the time complexity and require additional investigation [24,31].

4.2 Impact of Network Structure

We established that the performance of deep learning with attention model or DNN model with
recurrent structure (such as D-LSTM in this work) is higher than that Deep learning alone. These
cascaded model perform according to the neural model nature, where the previous layers perform as
feature extraction phase for the next layers [30]. Heuristically, deep learning models has proven to be
superior in learning visual features [32]. Indeed, the main element of such models is the convolution
process using smaller size kernels (such as 3 x 5 x 5 in this research) that are able of learning local
features or patterns. These features can then be joined to construct complex features when loading up
multiple convolution layers (3 layers in our model). The pooling (PL) is then utilized to sub-sample the
of the CL output using a different scale. The attention model is superior in handling temporal sequence
[32,33], which is a main specification of the EEG signals. The discriminating processing of the attention
model may supplement the deep learning model and results in high prediction performance in our
research. However, the proposed V-TAM Attention model outperform the D-LSTM in time efficiency,
where the computational cost of the V-TAM Attention is considerably less than the D-LSTM model.
Our results demonstrate the advantage of the cascaded model combining both visual and temporal
features and emphasize the efficacy of the EEG signals in terms of visual-temporal features for EEG-
based prediction studies.

4.3 The Merits of This Research and Its Applications

In comparison to the state of the art research of Lie detection, results of the current research are
of significant for the following reasons. First, high prediction performance is accompanied with an
easy to be implemented Lie detection model and long-term easy wearing sensors. Through employing
wearable non-invasive EEG sensors, our research advances forward to realize a real time construction
of a Lie detection model that does not require well-trained expertise to set a gel-based classical
EEG stratagem and enhance the comforts [34]. Mostly, considering the reasonable performance for
Lie detection utilizing only a small portion of the EEG data, the proposed model demonstrates its
ability for in-field testing. However, the considerable individual variations in mental lie [25,26] would
considerably impact the performance of lie detection. We then theorize that the high prediction
performance of Lie states would be benefit from the attention model. In addition to intelligent
criminology model, the lie detection apparatus would be of great importance to enhance the safety
or real life world, if such computerized portable device can be applied.

4.4 Limitations

Some concerns should be deliberated when interpreting our results. First, a within-subject scheme
was employed in our work for Lie detection. Accumulating indications have proven obvious individual
variations in Lie-related brain EEG activities [24-26]. However, subject-independent Lie detection
model requires strong efforts to build cross-subject Lie detection models [28,31]. We have done extra
analyses in the subject-independent model through employing leave subjects out in the cross-validation
of our model. As anticipated, the prediction performance is considerably reduced, yielding an average
Lie detection precision of 70% (data not included). One probable cause is that the preprocessed EEG
data were fixed as input for the prediction. More advances in feature selection [32,34] and deep learning
techniques such as transfer learning and adaptive training techniques can enhance the generalizability
of the Lie detection model across subjects. Second, the EEG signals offers rich-content information on
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cognitive and mental states (such as trust, belief, ... , etc.), compared to peripheral measures [19,27].
Here, using a simulated setting as our main experimental procedure, we established the feasibility of
a deep learning lie detection system. In our future work, we will develop a simulated setting where
subjects will be going under autonomous setting and under various flops. In a pioneer work, the
authors in [30] tested the feasibility of observing mental workload and Lie-states during loud simulator.
Recently, researchers, proposed a transfer learning platform to detect multiple states (i.e., Lie, Not-
Lie, stressed or awareness) [28]. Promising future work may include developing expert systems for
comprehensively detecting lie status to further formalize the rules by accommodating new knowledge.

5 Conclusion

In this paper, we proposed an analysis platform founded on V-TAM Attention model that is
capable of perform lie detection task using portions of EEG data with high precision (an average
of 98.5%). In comparison with state of the art models, our proposed system generates a balance
between the prediction accuracy and the time complexity. Consequent validation studies on the impact
of the size of the kernel and the input data demonstrated the reliability of our platform. Also, our
results marked that devised model has multi-task classification ability with brain signals for intelligent
applications of criminology expert system. A dataset of 9512 subjects during fifteen minutes lie
detection task was used. We compared our model with three recent published models (DL, DL-LSTM,
and Attention). Our proposed model attained the highest performance of (98.5%) with (p < 0.01). With
future testing on larger independent samples and remote EEG acquisition devices, our model has a
promising opportunity for real-world lie detection task remotely.
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