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Abstract: The hepatitis B virus is the most deadly virus, which significantly
affects the human liver. The termination of the hepatitis B virus is mandatory
and can be done by taking precautions as well as a suitable cure in its
introductory stage; otherwise, it will become a severe problem and make a
human liver suffer from the most dangerous diseases, such as liver cancer. In
this paper, two medical diagnostic systems are developed for the diagnosis of
this life-threatening virus. The methodologies used to develop these models are
fuzzy logic and the neuro-fuzzy technique. The diverse parameters that assist
in the evaluation of performance are also determined by using the observed
values from the proposed system for both developed models. The classification
accuracy of a multilayered fuzzy inference system is 94%. The accuracy with
which the developed medical diagnostic system by using Adaptive Network
based Fuzzy Interference System (ANFIS) classifies the result corresponding
to the given input is 95.55%. The comparison of both developed models on
the basis of their performance parameters has been made. It is observed that
the neuro-fuzzy technique-based diagnostic system has better accuracy in
classifying the infected and non-infected patients as compared to the fuzzy
diagnostic system. Furthermore, the performance evaluation concluded that
the outcome given by the developed medical diagnostic system by using
ANFIS is accurate and correct as compared to the developed fuzzy inference
system and also can be used in hospitals for the diagnosis of Hepatitis B
disease. In other words, the adaptive neuro-fuzzy inference system has more
capability to classify the provided inputs adequately than the fuzzy inference
system.
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1 Introduction

The hepatitis B is the most deadly and dangerous infection, which affects the liver of the human
body [1]. Hepatitis B virus can be spread from an individual to another person by exchange of blood
or any kind of body fluid. The several phases, as well as symptoms of this infection, will assist in
the diagnosis by doing classification [2]. The hepatitis b disease becomes a significant issue across the
world. If it is not treated in a proper way, then the death rate will rapidly increase due to cirrhosis or
liver cancer [3]. At this time, there are 240 million patients with hepatitis B disease; therefore, it is vital
to treat and diagnose this disease [4].

After knowing the importance of the detection of hepatitis B virus, many researchers did the
research and developed brilliant as well as effective ideas for the diagnosis of this disease. The
biomarkers are recognized by researchers and then used to identify the disease in its initial phase [5–
7]. Different classifiers are also utilized by the researchers, such as K-star, Naïve Bayes, k-means and
J48, which assists the researchers to develop a model to classify different phases of hepatitis B disease
[8–10]. Several models have been developed by using data mining techniques, such as classification as
well as clustering [11]. The pre-processing of the acquired dataset of hepatitis B patients is also done
by using data mining approaches effectively [12].

The risk factors are predicted by using the random forest approach along with Bayesian, which
assists in the identification of reactivation of this virus [13]. To improve the accuracy of already existed
models, the decision tree is utilized to detect the symptoms of the hepatitis B virus [14,15]. Machine
learning algorithms [16–20], such as neural network, support vector machine, fuzzy logic and hybrid
networks, are also utilized for the diagnosis of hepatitis b virus [21,22]. However, all this research
work lacks rationale in its performance parameters. Hence, this study is conducted to figure out the
performance of an intelligent diagnostic system for hepatitis B virus in terms of better performance.

The several input variables used in the development of an intelligent diagnostic system for hepatitis
B virus in layer 1 and layer 2 are given below: Layer 1: Clinical symptoms, Jaundice: Jaundice is an
ailment in which the mucous membrane, skin as well as whiteness of eyes turns into a yellow color. This
happens due to the high level of bilirubin. Bilirubin is a bile pigment having yellow-orange color. In this
research work, there are two inputs or linguistic variables for jaundice, i.e., yes and no with different
ranges, Dark Urine: The main reason for dark urine is dehydration. The dark urine represents that
there are dangerous, unusual as well as excess waste products that are flowing in an individual’s body.
It is the main symptoms of liver diseases. The input variables used for this clinical symptom in this
research work are depicting whether the patient’s urine is dark or not, Abdominal Pain: Abdominal
pain is a pain that arises in either the outer muscle wall or inside of the abdomen. This pain can be a
normal pain or severe, and if severe, then in that condition, the patient might needs emergency care.
The input variables used in the research work for this clinical symptom are different levels of pain,
such as whether the pain is low, moderate or high, Vomiting: When a patient suffering from hepatitis
B virus, then this disease also causes vomiting. Hence, this clinical symptom can also be considered for
the detection of hepatitis B disease. In case of vomiting, the body of an individual forcefully throws
out the harmful content of the stomach through the mouth of that particular patient. In this current
research work, the input variables that are taken under consideration include whether the patient has
the symptom of vomiting or not.

Layer 1 depicts whether the patient has hepatitis b infection or not and gives output either yes or
not, Layer 2: Laboratory test, HBsAg: HBsAg is Hepatitis B Surface Antigen. It is basically a blood
test in order to identify whether an individual is infected with the hepatitis B virus or not. The variable
name “negative” means there is no antigen found in the patient’s body. The “borderline” variable
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means that some antigens are observed. Similarly, the variable name “positive” means that the patient
is infected and antigens are found in his or her body along with the virus, Anti-HBs: Anti-HBs is an
antigen that is present in the body of an individual who takes a vaccine successfully against HBV. If the
test result gives output as “positive” Anti-HBs, then it indicates that the particular person is immune
enough to beat the hepatitis B virus. Similarly, if the result of an individual observed as “negative”
anti-HBs, then the patient does not have enough immunity to protect his or her body from this life-
threatening disease. Anti-HBc or HBcAb: The HBsAb is Hepatitis B Core Antibody. The presence of
this antibody in a particular body represented the ongoing or previous infection that occurs due to the
hepatitis B virus within an ambiguous time period. If the test result of a patient is “positive”, then it
represents the presence of this antibody in the body of that specific patient and has an acute infection.
Similarly, the “borderline” variable indicates the presence of these antibodies is acceptable, but there
is a huge need to take care of it, so that the antibodies will not get increased in the future. Further, the
“negative” variable shows the absence of the core antibodies of the hepatitis B virus in an individual’s
body, HBV DNA: HBV Deoxyribonucleic Acid (DNA) is a blood test in which the hepatitis B virus
is investigated in the DNA of a patient. The “positive” HBV DNA indicates the presence of a deadly
virus in the DNA of an individual. Similarly, the “negative” variable represents the absence of the
hepatitis B virus in the DNA of an individual, Anti-HBcAg-IgM: The Anti-HBcAg-IgM is the initial
response of a particular body to the infection spread by the hepatitis B virus. The positive result of
this laboratory test depicts the recent infection of hepatitis B virus from which a patient is suffering.
Similarly, a negative variable indicates that the infection is not present in the person’s body.

The output of layer 2 will be either no HBV or acute or chronic, which represents the stage of the
infection in a human body.

1.1 Artificial Neural Network

The idea of the artificial neural network was inspired by the refined functionality of the brain
of human being, which contains several neurons that are interconnected with each other to process
the data in parallel [23–25]. The artificial neural network is used to deal with various complicated
mathematical tasks as well as large signal processing [26,27]. Through the training phase or process, the
neural networks are prepared to solve a specific problem or an issue. The neurons are interconnected
with each other with weights. During the training process, the weights are adjusted to reduce the
chances of errors. The formula to calculate the error is subtracting the obtained value from the actual
value. The artificial neural network consists of three layers that are one input layer, one or more hidden
layers and, at last, an output layer. The architecture of the artificial neural network is demonstrated
in Fig. 1.

1.2 Fuzzy Inference System

Fuzzy logic is a methodology with the main objective of doing reasoning and making rational
decisions as a human being in an uncertain as well as imprecise environment [28]. It is also considered
as Multivalued logic, as it gives results between 0 and 1 or between true or false [29]. A fuzzy inference
system is a machine that can make rational decisions as accurate as a human with imprecise data by
using the fuzzy logic methodology. There are four components of fuzzy logic as given by [30] and also
shown in Fig. 2:

• Fuzzifier: In this component, the transformation of crisp sets into fuzzy values will be done. The
input provided to the system is in the form of non-fuzzy values; hence, the fuzzification process
converts that input into the fuzzy set.
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• Knowledge base: The knowledge base basically works as a store of information. The facts that
are initially available to solve a problem and the rules that are created with the gathered data
from an expert are stored in this component. The inference engine also uses the knowledge base
to map the rules.

• Inference Engine: The inference engine is completely responsible for the generation of the final
outcome. It maps the stored rules as well facts with respect to the provided input in the system.
The outcome generated by the inference engine is in the form of fuzzy values.

• Defuzzifier: In the process of defuzzification, the transformation of fuzzy values into the crisp
set has been done. The output given by the inference engine is in the form of fuzzy values, and
then it passes to this component. After that, the defuzzifier converts the output into the crisp
set, and this set is considered as the final outcome or final solution to a specific problem.

Figure 1: Artificial neural network [18]

Figure 2: Architecture of fuzzy inference system

1.3 Adaptive Neuro-Fuzzy Interence System (ANFIS)

The collection of both neural network and fuzzy logic will result in a hybrid system, which is known
as an adaptive neuro-fuzzy inference system [31]. To overcome those limitations of both techniques,
the multilayered feed-forward neural network and Sugeno model of fuzzy logic are merged together
[32,33]. This hybrid system utilises the IF-THEN rules for the classification of the provided inputs
into the correct class by doing learning from a neural network [34]. The five different layers of adaptive
neuro-fuzzy inference system are the Fuzzification layer, rule layer, normalization layer, defuzzification
layer and summation layer [35]. The architecture of ANFIS is demonstrated in Fig. 3.
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Figure 3: Architecture of ANFIS

2 Literature Review

Emon (2019) used data mining techniques to classify hepatitis B disease into different classes. The
detection of Hepatitis disease is done by using relevant tests, symptoms of the disease as well as the
mode of transmission. The used techniques are K-star, Naïve Bayes as well as J48 classifier with 10
fold cross-validation. Therefore, this paper suggested that the J48 classifier has the maximum accuracy
i.e., 98.6% among these three methods used in this research paper.

Cheng et al. (2011) discovered several clinical symptoms which causes Hepatitis B disease at
the chronic stage. This investigation has been done by using the covariance network with a mining
mutation hotspot. This study found that several individuals are consistently affected by the hepatitis
B virus, and also the host immune response, as well as the serum viral load, is also diversifying from
one individual to another.

Leung et al. (2011) classified the hepatitis B DNA by using data mining techniques by identifying
the most difficult makers that are genomic markers in HBV, which are correlated with liver cancer. In
this research work, the author introduced various data mining techniques, such as classifier learning,
molecular evolution analysis, classification, feature selection and clustering. By using the proposed
methodology, the authors were succeeded to classify the patients and non-infected patients with 70%
accuracy and 80% sensitivity.

Mahmudy (2019) used the Hierarchical k-Mean clustering to enhance the efficiency of the classical
approach of clustering by using K-means. The methodology used by the author in his research work
assisted in determining the initial cluster centre on the basis of the mean result provided by the
hierarchical clustering method. The experiment result of this research work observed that the efficiency
of hierarchical K-means clustering is better than the traditional k-means.

Wang & Liu (2017) developed a system that assists in identifying the various Hepatitis B’s risk
factors, which reactivates even after the radiotherapy of liver cancer of a patient. This system is
proposed with the help of random forest and Bayesian classification. The accuracy with which the
developed model performed classification with 5 fold cross-validation is 85.15%. In contrast, if the
model uses 10 fold cross-validation, then this classification accuracy gets 84.57 percent. Similarly, if
the value of k in k cross-validation is considered as 3, then the measured classification accuracy gets
83.83 percent.
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Chen (2012) constructed a discriminant diagnosis model. The development of this model has
been done by first selecting the attributes, decision tree C5.0 algorithms as well as then discrimination
analysis. The classification accuracy was also compared by the researcher with different methodologies
and by using the different inputs to the proposed system. It is observed that the accuracies, due to which
the decision tree and discriminant analysis classified the disease, are 96.94% and 94.4%, respectively.
These accuracies were considered as roughly the same by the researcher.

Rouhani (2009) diagnosed Hepatitis B by using the Support Vector machine as well as neural
networks. The proposed network in this research work assists in classifying diseased patients into six
diverse classes. These different classes are two phases of hepatitis B, two phases of hepatitis C, non-
viral hepatitis and no hepatitis. It is observed that the radial basis function generates more accurate
results as compared to Support Vector Macine (SVM), General Regression Neural Network (GRNN),
Probabilistic Neural Network (PNN) and Least Vector Quantization (LVQ). The accuracy for the RBF
network is 96.4% for testing as well as training of the dataset.

Uttreshwar (2009) presented a predicted model by using the logical inference with the GRNN
(Generalized Regression Neural Networks) to identify the Hepatitis B disease. An expert system is
proposed on the basis of logical inference. An effective graphical user interface is also developed by
the author, which makes the efficient use of this expert system more easy. The author also presented
that the developed expert system for the diagnosis of HBV has high accuracy in classifying the infected
as well as non-infected patients.

Uhmn, Kim, & Kim (2007) utilized the machine techniques such as support vector machine,
decision tree and decision rule to predict the harm done by liver diseases, chronic hepatitis from Single
Nucleotide Polymorphism (SNP). These techniques are used to predict liver disease, i.e., chronic stage
of hepatitis. The paper also showed that the decision rule, as well as the decision tree, are powerful
tools that can be used for the prediction of susceptibility from SNP data to chronic hepatitis.

Mahesh et al. (2014) [36] proposed an expert system to diagnose the Hepatitis B by using the
Generalized Regression Neural Network. This expert system did the classification of the patients who
are suffering from this deadly disease and those who are not. In this paper, the author enlightened that
the transmission modes of the hepatitis B virus are identical to HIV. Additionally, this virus can also
survive for at least a week, even if it is outside the human body. In this time period, the virus can also
infect individuals who are not properly vaccinated. The graphical user interface also constructed by
the researcher for the developed expert system.

Areghan et al. (2019) [37] designed a system to diagnose hepatitis B disease by using genetic neural
network methodology. The clinical symptoms were used by the researchers as input in the developed
diagnostic system. The performance of the designed diagnostic system to diagnose the Hepatitis B
disease has been measured on the basis of classification accuracy, and the observed accuracy is 99.14%.

Thakur (2018) [38] developed an expert system to diagnose the Hepatitis B virus by using fuzzy
base IF-THEN rules. The various symptoms of this disease, such as HBsAb, HBsAg and HBcAb, are
used as the input variables to the system and corresponding to these inputs, the system will give the
output. The output variables used in the system are immune, susceptible and currently infected.

Chen et al. (2017) [39] developed a system that assisted in making a decision by using four different
classical classifiers. The implemented system helps to enhance the performance for the diagnosis of
hepatitis B. The classifiers that have been utilised by the researchers in this work are Random Forest,
SVM, K-Nearest Neighbour and Naïve Bayes. The input fed to the system was RTE pictures of the
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liver. Moreover, all the classifiers are compared with each other, and according to the obtained result,
the accuracy of the random forest classifier is more as compared to other classifiers.

After figuring out the limitations in the prediction of cirrhosis as well as hepatic fibrosis,
Wei et al. (2018) [40] used ML techniques such as gradient boosting (GB), decision tree (DT) and radial
basis (RB) for its detection. After comparing all models, it is observed that the GB model has more
accurate as well as adequate result than other models. This research work also assisted in enhancing
the specificity and sensitivity of the classification methods used in the existing system.

Akbari (2018) [41] used the non-linear iterative partial least square method to make the reduction
of data, and the clustering task has been done by using the self-organizing map and a hybrid system,
i.e., neuro-fuzzy inference system for the detection of HBV disease. The comparison of the developed
methodology is also made with the existing techniques. The accuracy of the proposed model was
93.06%, and this was calculated by using Receiver Operating Characteristic (ROC).

Khan et al. (2018) [42] presented the investigation of hepatitis Bvirus disease in the blood serum of
the human body by using the combination of pattern recognition technique and Raman spectroscopy.
The classification of infected as well as non-infected patients has been done by using a support vector
machine. The two distinct kernels used with SVM are Gaussian RBF and Polynomial function. The
accuracy, precision, sensitivity and specificity for the diagnosis of hepatitis B disease of the developed
model are 98%, 97%, 100% and 95%, respectively.

Ye et al. (2003) [43] constructed a molecular signature for the very first time by using the machine
learning algorithm. It assisted in the classification of patients suffering from metastatic hepatocellular
carcinoma and also helped in the identification of relevant genes to metastasis. . The Treeview and
cluster software was used by the researchers to do unsupervised hierarchical clustering analysis. The
researchers figured out that there is no any major difference between the matched metastatic lesion
and primary HCCs.

A comprehensive survey is presented by Alan et al. (2019) [44] in which the diversity of hepatitis
B virus in the population of Asia and Europe is explained in the most effective manner. Also, the
development of a model is being done by using the machine learning approach. The respective work
fails to make the inference about the methodology as what the developed system means corresponding
to the outcome of patients. Additionally, this system only works for the respective dataset that is
used for training as well as testing of the model. However, the system classifies the dataset with high
accuracy. Moreover, in [45–55], the authors use the theory of deep learning for various applications
such as data mining and deep learning.

3 Methodology Used for the Development of a Multilayered Fuzzy Inference System

The methodology used for the development of a multilayered fuzzy inference system for the
diagnosis of hepatitis B disease is shown in Fig. 4.

The Mamdani fuzzy model is being used in the development of a multilayered fuzzy inference
system, and the software which assisted in doing this research work is MATLAB. The various input
variables that are considered for layer 1 of the developed model are jaundice (J), dark urine (DU),
abdominal pain (AP) and vomiting (V). Likewise, the considered input variables for layer 2 are HBsAg,
Anti-HBs or HBsAb, Anti-HBc or HBcAb, HBV DNA and Anti-HBcAg-IgM.

The further explanation about these input variables of layer 1, input variable of layer 2 and output
variables of both layers is shown in Tabs. 1–3, respectively. The ranges considered in the research work
are according to the ranges of laboratory test of respective input variables.
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Figure 4: Methodology for the development of a multilayered fuzzy inference system

Table 1: The input variables of layer 1 used in the developed multilayered fuzzy inference system

Sr. No. Input variable Ranges Semantic sign

1. Jaundice LT < 4.5 No
GT > 3.4 Yes

2. Dark Urine LT < 0.5 No
GT > 0.3 Yes

3. Abdominal Pain LT < 0.3 Low
B/W 0.2–0.7 Moderate
GT > 0.6 High

4. Vomiting LT < 0.4 Yes
GT > 0.3 No

Table 2: The input variables of layer 2 used in the developed multilayered fuzzy inference system

Sr. No. Input variable Ranges Sematic sign

1. HBsAg LT < 0.85 Negative
B/W 0.81–0.99 Borderline

(Continued)
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Table 2: Continued
Sr. No. Input variable Ranges Sematic sign

GT > 0.93 Positive

2. Anti-HBs LT < 10 Negative
GT > 8 Positive

3. Anti-HBc LT < 0.87 Positive
B/W 0.8–1.1 Borderline
GT > 1.02 Negative

4. HBV DNA LT < 10 Negative
GT > 8.5 Positive

5. Anti-HBcAg-IgM LT < 0.85 Negative
B/W 0.8–1.1 Borderline
GT > 1.02 Positive

Table 3: The output variables of both layers used in developed multilayered fuzzy inference system

Sr. no. Layer Output variables Ranges Semantic sign

1. Layer 1 Output LT < 0.5 No
GT > 0.3 Yes

2. Layer 2 HBV LT < 0.4 No HBV
B/W 0.3–0.6 Acute
GT > 0.5 Chronic

Note: LT = less than; GT = greater than; B/W = between

3.1 Membership Function

To indicate the degree of truth, the membership functions are utilized. The membership function
can be defined as a statistical value that is provided to the variables of the developed model to solve
a particular problem. In this research work, the trapezoidal membership functions are used for both
inputs as well as output variables.

3.2 Rules

The generated rules and facts have an essential role in the development of the medical diagnostic
system. The accuracy of the classification and other performance parameters directly depends on these
generated input-output rules. Hence, the knowledge should be acquired accurately from the expert in
order to make correct, appropriate as well as adequate input-output rules and facts. The form of the
generated rules is the IF-THEN form in the case of the Mamdani system of fuzzy logic. Figs. 5 and 6
shows the frameworks of rules for layer 1 as well as layer 2.
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Figure 5: Framework of rules for layer 1

The instances of generated and stored rules for layer 1 are given by:

Instance 1: Inference Rule no. 5

If Jaundice is No

And Dark Urine is No

And Abdominal Pain is High

And Vomiting is No

Then Output is No (Means hepatitis B virus is absent)

The instances of generated and stored rules for layer 2 are given by:

Instance 1: Inference rule no. 2

If HBsAg is Negative

And Anti-HBs is Negative

And Anti-HBc is Positive

And HBV DNA is Negative

And Anti-HBcAg-IgM is Borderline

Then HBV is No HBV
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The number of rules of an inference system depends upon the number of linguistic variables taken
in the input variables and output variables in that particular inference model.

For layer 1 of this developed model, the number of inputs is 4, and each input variables are either
two membership functions or three membership functions. Therefore, the number of rules that can be
generated is calculated as follow:

Total number of rules = Jaundice (2) ∗ Dark Urine (2) ∗ Abdominal Pain (3) ∗ Vomiting (2) = 2
∗ 2 ∗ 3 ∗ 2 = 24 rules

Similarly, for layer 2 of the developed model, the number of inputs are 5, and each input variables
are either having two membership functions or three membership functions. Hence, the number of
rules that must be generated can be calculated as follow:

Total number of rules = HBsAg (3) ∗ Anti-HBs (2) ∗ Anti-HBc (3) ∗ HBV DNA (2) ∗ Anti-
HBcAg-IgM (3) = 3 ∗ 2 ∗ 3 ∗ 2 ∗ 3 = 108 rules

Figure 6: Framework of rules for layer 2

4 Methodology Used in the Development of a Model by Using Neuro-Fuzzy Technique

In the neuro-fuzzy technique, the two widely used technologies, i.e., neural network and fuzzy
logic, are merged with each other to overcome the limitations of one another in order to build a solid
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methodology. This methodology is used to develop a model which is intelligent enough to diagnose
hepatitis B disease. The various input variables used in the development of the system are HBsAg, Anti-
HBs or HBsAb, Anti-HBc or HBcAb, HBV DNA, and Anti-HBcAg-IgM. The variables assigned to
the input variables of the developed system are input1, input2, input3, input4 and input 5. Likewise,
the output of the proposed system has been presented by the output variable. The flow of the entire
methodology is shown in Fig. 7, and the structure of the constructed model is explained in Tab. 4.

Figure 7: Flow of developed ANFIS model

Table 4: Structure of developed intelligent model for Hepatitis B disease

Structure

Number of layers in ANFIS 5
Number of input variables in the developed model Inputs: 5

Number of rules: 108
Output: 1

Type of membership functions for input variables Trapezoidal

4.1 Membership Functions

The type of membership function used in the development of an adaptive neuro-fuzzy inference
system is the trapezoidal membership function. Every input variable has a distinct number of linguistic
variables. Therefore, membership functions Input1, input3 and input 5 have three trapezoidal member-
ship functions, and input 2 and input 4 have two trapezoidal membership functions. The rules, as well
as membership functions, are automatically assigned by the ANFIS by gathering information during
the training phase. Figs. 8 to 10 show the graphical representation of input variable’s membership
functions generated by adaptive neuro-fuzzy inference system.
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Figure 8: Membership function of input1, i.e., HBsAg and input2, i.e., Anti-HBs or HBsAb

Figure 9: Membership function of input3, i.e., Anti-HBc or HBcAb and input4, i.e., HBV DNA

Figure 10: Membership function of input5, i.e., Anti-HBcAg-IgM

4.2 Rules

In the case of an adaptive neuro-fuzzy inference system, the rules, as well as facts, are generated
by the model itself during the phase of its training. It takes each and every mixture of the provided
inputs, which are possible for the diagnosis of hepatitis B disease by itself. The framework of rules is
demonstrated in Fig. 11. The number of rules that are developed by the model is 108.

The number of rules that are generated by the system by itself can be calculated as given below:

Total number of rules = input1 (3) ∗ input2 (2) ∗ input3 (3) ∗ input4 (2) ∗ input 5(3) = 3 ∗ 2 ∗ 3
∗ 2 ∗ 3 = 108 rules
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Figure 11: Framework of rules in ANFIS and training error at 10 epchs

4.3 Training and Testing

The most crucial part in the development of an adaptive neuro-fuzzy inference system is training
and testing. The gathered dataset is partitioned into two parts, so that the training and testing datasets
differs from each other. Hence, in this developed model, the dataset is partitioned into 75% and 25%,
which are used for training as well as testing, respectively. The approach that is used for the partitioning
is k-fold cross-validation. For the training phase, 10 epochs are considered, as shown in Fig. 11. After
training and testing, the validation of the model is also done. The validation of the developed system is
essential, as it depicts whether the developed model is correctly classifying all the provided data or not.

5 Results
5.1 Results for Developing Fuzzy Inference System

To analyze the working of the developed fuzzy inference system to diagnose HBV in terms of
classifying the provided data into accurate as well as appropriate classes, the different 50 tests are
carried out.

Tab. 5 shows the confusion matrix of different test samples. As illustrated above, the total number
of test samples is 50, and out of these, 47 are accurately classified into the considered classes. The 1st

column represented the cases of No HBV. There is a total of 27 samples of those patients who are
non infected, and out of these samples, only one case is observed as classified into incorrect class.
Likewise, the 2nd column represents the acute infection and having total 11 test cases. These 11 test
cases are positively classified, and there is not any single case of acute infection, which is classified
incorrectly. Moreover, the thirds column indicates the chronic infection and having a total of 12 test
samples. Out of these 12 samples, 2 are classified inaccurately, whereas 10 test cases are classified into
the correct class by the developed model.

Tab. 6 represents the confusion matrix, but the dimensions of it are reduced. The class name
No HBV is considered into no class, and similarly, the other two classes, i.e., acute and chronic, are
considered into yes class. Hence, the dimensionality of the matrix is reduced.
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Table 5: Confusion matrix

No HBV Acute Chronic Class name

26 1 0 No HBV
0 11 0 Acute
2 0 10 Chronic

Table 6: Confusion matrix with reduced dimensionality

No Yes Class name

26 1 No
2 21 Yes

From the above table, the various performance parameters that are discussed above are fig-
ured out.

Therefore, from Tab. 7,

Table 7: Confusion matrix

No HBV Acute Chronic Class name

20 1 0 No HBV
1 19 0 Acute
0 0 9 Chronic

The value of True Positive, i.e., TP, is 21

The value of True Negative, i.e., TN, is 26

The value of False Negative, i.e., FN, is 2

The value of False Positive, i.e., FP, is 1

Sensitivity = (TP)

(TP + FN)
= 21

21 + 02
= 91.30%

Specificity = (TN)

(TN + FP)
= 26

26 + 01
= 96.29%

Precision = (TP)

(TP + FP)
= 21

21 + 01
= 95.45%

Classification Accuracy = (TP + TN)

(TP + FP + TN + FN)
= 21 + 26

21 + 01 + 26 + 02
= 94%

5.2 Results for Developed ANFIS

The accuracy of the developed medical intelligent system for the diagnosis of hepatitis B disease
has been evaluated by comparing the observed value from the system itself with the target values given
by the professionals or experts.
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Tab. 7 shows the confusion matrix of different test samples. As explained above, the total number
of test samples are 50, and out of these, 48 are accurately classified into the considered classes. The 1st

column represented the cases of No HBV. There is a total of 20 samples of those patients who are non
infected, and out of these samples, only one case is observed as classified into incorrect class. Likewise,
the 2nd column represents the acute infection and having total 19 test cases. Out of these 19 samples,
1 is classified inaccurately, whereas 18 test cases are classified into the correct class by the developed
model. Moreover, the third column indicates the chronic infection and having a total of 9 test samples.
These 9 test cases are positively classified, and there is not any single case of acute infection which is
classified incorrectly.

Tab. 8 represents the confusion matrix, but the dimensions of it are reduced. The class name
No HBV is considered into no class, and similarly, the other two classes, i.e., acute and chronic, are
considered into yes class. Hence, the dimensionality of the matrix is reduced.

Table 8: Confusion matrix with reduced dimensionality

No Yes Class name

20 1 No
1 28 Yes

From the above table, the various performance parameters that are discussed above are fig-
ured out.

Therefore, from,

The value of True Positive, i.e., TP, is 28

The value of True Negative, i.e., TN, is 20

The value of False Negative, i.e., FN, is 1

The value of False Positive, i.e., FP, is 1

Sensitivity = (TP)

(TP + FN)
= 28

28 + 01
= 96.55%

Specificity = (TN)

(TN + FP)
= 20

20 + 01
= 95.23%

Precision = (TP)

(TP + FP)
= 28

28 + 01
= 96.55%

Classification Accuracy = (TP + TN)

(TP + FP + TN + FN)
= 20 + 28

20 + 01 + 28 + 01
= 96%

5.3 Comparison of Both Developed Models

In order to figure out which developed model is best for the diagnosis of hepatitis B disease, a
comparative study has been done among the fuzzy inference system as well as adaptive neuro-fuzzy
inference system. The performance has been matched or compared with one another to make this
comparison. By doing so, it is observed that which model has the capability to classify the provided
inputs into accurate classes. The obtained results from both, i.e., fuzzy inference system as well as
neuro-fuzzy inference system, are also compared with the results provided by the expert or professional
doctor of hepatitis B disease.
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Following the completion of this comparative study, it is analyzed that the model developed by
using the neuro-fuzzy technique has more accurate compared to the system developed by using fuzzy
logic. In other words, the adaptive neuro-fuzzy inference system has more capability to classify the
provided inputs adequately than the fuzzy inference system.

All the parameters of performance that are taken under consideration are also compared with each
other of both systems. This comparison of the different parameter is made in Tab. 9. The graphical
representation of this comparative study makes it easy to understand the comparison between the
performances of two developed systems. The two different charts are used to represent the analysis,
i.e., column graph and bar chart. Figs. 12 and 13 show the graphical representation of this comparative
study by using column graph and bar chart respectively.

Table 9: Comparison of performances of two developed models

Parameters/Models Fuzzy inference system Adaptive neuro-Fuzzy inference
system (ANFIS)

Classification accuracy 94% 96%
Sensitivity 91.20% 96.55%
Specificity 96.29% 95.23%
Precision 95.45% 96.55%

90

92

94

96

98

Fuzzy Infernece
System

Adaptive Neuro-Fuzzy
Inference System

Comparison of Results of
Developed Models 

Classification Accuracy
Sensitivity
Specificity
Precision

Figure 12: Graphical representation of a comparison of two models by column graph

94

91.2

96.29

95.45

Classification
Accuracy

Sensitivity

Specificity

Precision

Comparison of Results
Fuzzy Infernece System Adaptive Neuro-Fuzzy Inference System

Figure 13: Graphical representation of a comparison of two models by a bar chart
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6 Conclusion

The entire research work is based on the development of a medical diagnostic system for the
diagnosis of hepatitis B disease by using soft computing technologies, i.e., fuzzy logic and neuro-
fuzzy technique. The performance parameters are also determined according to the outcome of the
models. The considered parameters are classification accuracy, sensitivity, specificity and precision.
A comparative study is also done to evaluate the performance of the model in terms of accuracy.
The classification accuracy of the developed system is 94% and 95.55% for fuzzy inference system and
adaptive neuro-fuzzy inference system, respectively. Hence, the performance evaluation concluded that
the outcome given by the developed medical diagnostic system by using ANFIS is accurate and correct
as compared to the developed fuzzy inference system and also can be used in hospitals for the diagnosis
of Hepatitis B disease. In other words, the adaptive neuro-fuzzy inference system has more capability
to classify the provided inputs adequately than the fuzzy inference system.

For future work, the acquired input variables can be more accurate so that the virus can be detected
in its introductory stage. The membership functions, as well as ranges of linguistic variables, can also be
enhanced by doing a more comprehensive research. Moreover, with the advancements in wireless signal
processing [56–65], and electronics [66–68], we believe that the methodology will be more simplified in
the near future.
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