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Abstract: Internet of Everything (IoE), the recent technological advancement,
represents an interconnected network of people, processes, data, and things.
In recent times, IoE gained significant attention among entrepreneurs, indi-
viduals, and communities owing to its realization of intense values from the
connected entities. On the other hand, the massive increase in data generation
from IoE applications enables the transmission of big data, from context-
aware machines, into useful data. Security and privacy pose serious challenges
in designing IoE environment which can be addressed by developing effective
Intrusion Detection Systems (IDS). In this background, the current study
develops Intelligent Multiverse Optimization with Deep Learning Enabled
Intrusion Detection System (IMVO-DLIDS) for IoT environment. The pre-
sented IMVO-DLIDS model focuses on identification and classification of
intrusions in IoT environment. The proposed IMVO-DLIDS model follows
a three-stage process. At first, data pre-processing is performed to convert
the actual data into useful format. In addition, Chaotic Local Search Whale
Optimization Algorithm-based Feature Selection (CLSWOA-FS) technique
is employed to choose the optimal feature subsets. Finally, MVO algorithm
is exploited with Bidirectional Gated Recurrent Unit (BiGRU) model for
classification. Here, the novelty of the work is the application of MVO
algorithm in fine-turning the hyperparameters involved in BiGRU model.
The experimental validation was conducted for the proposed IMVO-DLIDS
model on benchmark datasets and the results were assessed under distinct
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measures. An extensive comparative study was conducted and the results
confirmed the promising outcomes of IMVO-DLIDS approach compared to
other approaches.

Keywords: Internet of everything; deep learning; feature selection;
classification; intrusion detection; cybersecurity

1 Introduction

Computing and technological advancements have heavily influenced the growth and development
of a country’s economy as well as its society. Internet of Everything (IoE) is one of the technological
developments that constitutes an interlinked network of persons, processes, data, and objects [1]. Big
data and network intelligence are two prime components in IoE atmosphere that handle expandability,
feasibility, and controllability of mounting advances in network connectivity [2]. IoE makes all the
connections (new persons, processes, piece of data, and materials) that come online, more appropriate
and beneficial though they have various security and privacy concerns [3]. Moreover, the fast
development of big data from IoE applications, in return, adds remarkable value in terms of data
transformation from context-aware mechanisms to prosecutable information. This information leads
to a reasonable amount of impact on IoE atmosphere in terms of security and privacy perspectives
[4]. The past few decades have acted as an evidence for mounting familiarity with Intrusion Detection
Systems (IDSs), thanks to its intrinsic capability to find an intrusion on real-time basis [5]. Intrusion
detection is referred to as a process that monitors and follows the events in a computer. It is commonly
used in the identification of symbols related to security problems, while the activities are observed
based on event-based methods and security information.

IDS is considered as a method to track the activities of a network among various bodies, by
forecasting its integrity and existing principles [6]. A classic Intrusion Detection System comprises
of data source, pre-processing, and decision-making methods to recognize the susceptible elements
in a network. The first and the foremost step is the collection of raw form of data from host
traces or network trafficking. The second one covers the overall construction of structures that pass
on to decision-making methods which is likely to find out the hazards [7]. In favour of adapting
the highly advanced network technologies and ensuring network security under distinct scenarios,
the generalizing capability of the classifier requires further betterment, specifically in recognizing
unknown attacks. But, the generalization capability of a single classifier is restricted while the cost of
training the ensemble techniques is high [8]. In order to develop a proficient IDS model, huge volumes
of data are required for training and testing purposes. The quality state of the data is highly analytical
and influential in nature, which is mainly based on the outcomes of IDS design [9]. The low-quality and
inappropriate information, identified in data, could be removed only after the collection of statistical
property from its observable attributes and components [10].

The current study develops an Intelligent Multiverse Optimization with Deep Learning Enabled
Intrusion Detection System (IMVO-DLIDS) for IoT environment. The presented IMVO-DLIDS
model involves data pre-processing to convert the actual data into useful format. In addition, Chaotic
Local Search Whale Optimization Algorithm-based Feature Selection (CLSWOA-FS) technique is
also employed to choose the optimum feature subsets. At last, MVO algorithm is exploited with
Bidirectional Gated Recurrent Unit (BiGRU) model for classification process. The novelty of the
work lies in using MVO algorithm for fine-tuning the hyperparameters involved in BiGRU model.
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The proposed IMVO-DLIDS model was validated experimentally using benchmark datasets and the
results were assessed under distinct measures.

2 Related Works

Ullah et al. [11] presented a hybrid DL method for cyber-attack detection in IoV. The method
was presented based on GRU and LSTM. The experimental results demonstrated that the presented
method can accomplish high performance in terms of attack detection. Mehmood et al. [12] introduced
a new methodology using NB classifier model with Intrusion Detection System (IDS). IDS was
deployed as a multi-agent system throughout the network to sense irregular or misbehaving traffic and
the activities of the nodes. In literature [13], the vulnerability of external and intra-vehicle networks is
deliberated. A multi-tiered hybrid IDS, integrating anomaly-and-signature-based IDS, was presented
to identify both known as well as unknown attacks on vehicular network. The experimental results
illustrated that the presented technique can identify different kinds of known attacks. Liu et al. [14]
developed a PSO-based Gradient Descent (PSO-LightGBM) for intrusion detection. The presented
method was utilized to extract the features of the dataset. These features were then fed as input into
one-class SVM (OCSVM) to identify and classify the malicious information.

Farzaneh et al. [15] projected an anomaly-based lightweight IDS-based threshold value for
identification of attacks on RPL technique. As per the results, the presented method is highly effective
in identifying the attacks and is suitable for largescale networks. In literature [16], Naïve Bayes and
K-means clustering method were combined and applied to evaluate the unlabelled dataset and explore
malicious attacks. Also, the study presented a solution to alleviate IoT attacks with the help of IDS
and firewall. The authors [17] designed a two-tier scalable IDS for embedded systems to resolve the
problem. The presented method depends on Spark and was deployed in cloud environment. The
experiment results inferred that the presented technique can enhance the scalability and detection
efficiency. Cheng et al. [18–20] presented a temporal convolution network with global attention model
to develop an in-vehicle network IDS named TCAN-IDS. The feature extraction method extracts the
spatial-temporal details.

3 The Proposed Model

In this study, an effective IMVO-DLIDS model has been developed for identification and
classification of intrusions in IoT environment. At first, the proposed IMVO-DLIDS model pre-
processes the actual data to convert it into a useful format. Besides, a novel CLSWOA-FS technique is
employed to choose the optimum feature subsets. Finally, MVO-GRU model is applied for recognition
and classification of intrusions. Fig. 1 illustrates the overall processes of IMVO-DLIDS technique.

3.1 Data Pre-processing

At primary level, z-score normalization approach is used to convert the original data into useful
format. In order to normalize the data by employing z-score, the mean of populations from raw data
point can be subtracted and divided by SD which offers an ideal score between −3 and +3. Here, x
signifies the value of a certain sample, μ represents the mean and σ denotes the SD.

z−score = (x − μ)

σ
(1)
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Figure 1: Overall processes of IMVO-DLIDS technique

3.2 Algorithmic Process of CLWOA-FS Technique

After pre-processing the data, CLWOA-FS technique is applied to derive the optimal feature
subsets [21–23]. WOA comprises of shrink envelop, exploration, and exploitation. This section has
three more sub-sections which detail about the processes involved and equivalent arithmetical model.
Consider that the amount of whale populations that contribute to predation is N and the dimension
is d. Those whale individuals, in the existing optimum location, are fixed as searching agents whereas
other individuals upgrade their position within the region, in which the searching agent is situated. It
is mathematically expressed as follows.

D =
∣∣∣C �X ∗ (t) − X(t)

∣∣∣ (2)

�X (t + 1) = �X ∗ (t) − A · �D (3)

whereas t denotes the existing number of iterations and A and C indicate the coefficients. �X ∗ (t)
denotes the location vector of searching agent, and �X(t) denotes the location vector of the present
whale. Both A and C coefficients are attained using the formulae given below.
�A = 2�a.�r1 − �a (4)

C = 2r2 (5)
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a = 2 − 2t/Tmax (6)

Here r1 and r2 denote the arbitrary values within (0, 1). t indicates the existing number of iterations
and Tmax indicates the maximal number of iterations. During exploitation stage, the whale groups are
defined through the existing objective. The whole population spirally upgrades its location to attack
the prey. It is arithmetically expressed as given herewith.
�X(t + 1) = �X ∗ (t) + Dpebl cos (2π l) (7)

Dp =
∣∣∣ �X ∗ (t) − �X (t)

∣∣∣ (8)

Now Dp indicates the distance between whale and the prey, �X ∗ (t) denotes the existing location
vector of optimal whale whereas �X(t) denotes the existing location vector. l denotes an arbitrary
value within (−1, 1). In developmental stage, the whale population spirally upgrades its location while
enclosing its prey. By following a synchronous behavior method and by mimicking the real-time attack
procedure, the approach considers that the possibility of the whale population selecting the spiral
upgrade location is similar to the possibility of selecting the shrinking encircling process, viz., p = 0.5.
It can be mathematically expressed as follows.

�X(t + 1) =
{ �X ∗ (t) − A · D P < 0.5

�X ∗ (t) + Dpebl cos (2π l) P ≥ 0.5
(9)

During exploitation stage, when a differs, the value of A lies within [1,1]. Specifically, the whale
individuals stay at other locations than the existing location. In order to seek a searching space, the
approach arbitrarily choses an individual whale as the searching agent to guide the present whale
individual. It assists the whale population to seek distance from the present location. While the above
scenario is mathematically expressed as follows.

D =
∣∣∣C ∗ �Xrand − �X(t)

∣∣∣ (10)

�X(t + 1) = �X − A · D (11)

Now �Xrand indicates the place vector of the present searching agent. It is significant to observe that
the presence of this phase assists the approach in avoiding local optimal efficiency. CLWOA is derived
from the application of chaotic concepts to improve the performance of WOA.

Chaos is otherwise called as a random-like phenomenon that is established in non-linear and
deterministic schemes. Arithmetically, chaos implements the searching process rapidly than the ergodic
searching. Massive amounts of series are attained by altering the primary value. In current study,
logistic map is utilized in the generation of chaotic series as given below.

os+1 = Cos(1 − 0s) (12)

The initialized variable are C = 4, 0s = rand(0, 1), and C1 �= 0.25, 0.5 and 0.75. Even though
the execution time is satisfactory on a small-scale for chaos optimization, once the searching space
becomes huge, the execution time remains unsatisfactory. The chaotic scheme features are taken to
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attain a searching operator, while the operator is incorporated with metaheuristic algorithm. The
solution that generates CLS is attained as follows.

Cs = (1 − μ) × T + μC̀i, i = 1, 2, . . . , n (13)

whereas Cs denotes the candidate solution, T indicates the targeted location and μ can be attained as
given below.

μ = Max Iter − currIter + 1
Maxiter

(14)

Now, MaxIter and currIter denote the Max amount of iterations and the existing iteration
correspondingly. To map C̀ into the field, 0.

C̀ = LB + Ci × (UB − LB) (15)

Here, UB and LB indicate the upper and lower bounds of the initialized solution.

The aim of CLWOA-FS technique is to identify the optimum set of features for a given data set
that has minimal features and high classification accuracy. These two indicators exert a distinct effect
upon classification accuracy. So, both are integrated together using a single weighted indicator whereas
a similar Fitness Function (FF) is employed as follows.

fitness = ω1 × acc(classifier) + ω2 ×
(

1 − s
p

)
(16)

Now s characterizes the quantity of the selected features, and p represents the entire count
of features. Here, ω1 and ω2 values are 1 and 0.001, correspondingly. acc (classifer) signifies the
classification accuracy obtained from BiGRU classification model as shown below.

acc(classifier) = nc

nc + ni

× 100% (17)

Now, nc and ni denote the number of accurately-and inaccurately-classified instances, correspond-
ingly. The fitness value achieves the objective i.e., the selected feature has maximum classification
accuracy along with minimal amount of features.

3.3 BiGRU Based Classification

In this study, intrusions are recognized and classified with the help of BiGRU model [21].
GRU employs two gated components to adjust the cell state. It has various advantages such as
less parameters, low computation difficulty and good efficacy compared to LSTM model in NLP.
Especially, during time t, embedded vector wt ∈ R

dw is attained for the existing input vector E and the
aspect embedded vector va ∈ R

da from A, the existing hidden state vector ht in GRU can be upgraded
as follows.

zt = σ(Wzht−1 + Uz[wt, va] + bz),

rt = σ(Wrht−1 + Ur [wt, va] + br) (18)

h̃t = tanh(Wh(ht−1 � rt) + Uh[wt, va] + b),

ht = ht−1 � (1 − zt) + zt � h̃t,
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whereas z and r denote the update and reset gates, correspondingly; the sigmoid function σ(·) is utilized
to control the preservation of effective data and remove the redundant data; Wz, Wr, Wh ∈ R

dh×dh , Uz,
Ur, Uh ∈ R

dh×(dw+da), bz, br, b ∈ R
dh represents the weight and bias learned in GRU training method;

� represents elementwise multiplication; [wt, va] denotes the splicing vector of the embedding word wt

and the embedding aspect va. Fig. 2 illustrates the framework of BiGRU.

Figure 2: Structure of BiGRU

Later, the hidden layer [h1, h2, . . . , hN] of the sentence with length N is considered by the last
contextual word depiction. Here, BiGRU has been adapted to acquire the context depiction of a
sentence. In comparison to one-way GRU, BiGRU involves backward hidden state

←−
ht

i ∈ R
dh and

forward hidden state �ht
i ∈ R

dh during time t, whereas dh characterizes the number of hidden layers.

Next, the backward hidden layer
←−
ht

i and forward hidden layer �ht
i are interconnected with last contextual

hidden depiction ht
i = [ �ht

i;
←−
ht

i ] ∈ R
2dh .

3.4 MVO Based Hyperparameter Optimization

In this final stage, MVO algorithm is introduced as a hyperparameter optimizer for BIGRU model
[24]. MVO approach is inspired by the concepts that theoretically exist in astronomy. It includes white
holes that form a major component in the creation of universe and no one has observed it in the whole
universe. The abovementioned process depends on evolving population. Multiple candidate solutions
assist one another and share data among themselves to move towards the promising areas. In order to
integrate the solution, black and white holes are arbitrarily generated in universe and the movement
of objects is created. MVO employs both black as well as white holes to exploit the searching space,
whereas it employs wormholes to explore the searching space.

The component of object exchange, throughout the universe, is that the higher-inflation universe
often tries to discard the objects and transmits them into receiving universe with lower inflation.
Eventually, the inflation rate in every universe is balanced and remains in a stable state. In this method,
the universe is initialized and arranged, according to inflation as given in the following equation.

X j
i =

⎧⎪⎨⎪⎩
{

χj + TDR ∗ r1 (rd1) < WEP
xj − TDR ∗ r1 (rd1) ≥ WEP

(rd2) < WEP,

X j
i (rd2) ≥ WEP

(19)



6586 CMC, 2022, vol.73, no.3

Here xj represents the jth unit in the formed universe; xj
i specifies the jth unit from ith universe; Worm

hole Existence Probability (WEP) and Traveling Distance Rate (TDR) are two major coefficients; the
values of rd1, rd2 and rl denote the random variables within [0, 1]. It is described as follows.

TDR = 1 −
(

l
1
p

L
1
p

)
(20)

WEP = min − l ∗
(

min − max
L

)
(21)

whereas p(= 6) refers to the accuracy of exploitation over iteration, max indicates the upper limits of
WEP and min represents the lower limit of WEP, l refers to the present iteration and L indicates the
maximal number of iterations.

MVO technique, for hyper-parameter optimization, calculates FF as the minimized classifier error
rate which is demonstrated below. An optimal solution holds lesser error value and conversely.

fitness (xi) = Classifier Error Rate (xi) = number of misclassified samples
Total number of samples

∗ 100 (22)

4 Experimental Validation

In this section, a detailed investigation was conducted to validate the intrusion detection per-
formance of the proposed method using CICIDS-2017 benchmark datasets. At first, IMVO-DLIDS
model selected a total of 47 features out of 80 features from CICIDS-2017 dataset.

Fig. 3 illustrates the confusion matrices generated by IMVO-DLIDS model on test CICIDS 2017
dataset. The figure report that the proposed IMVO-DLIDS model classified all the samples under
seven class labels effectively.

Tab. 1 and Fig. 4 highlight the overall classification outcomes accomplished by IMVO-DLIDS
model on CICIDS-2017 dataset. The experimental values indicate that the proposed IMVO-DLIDS
model produced effectual classification outcomes under distinct aspects. For instance, on entire
dataset, IMVO-DLIDS model produced accuy, recal, precn, and Fscore values such as 99.71%, 83.01%,
90.08%, and 86.17% respectively. Also, on 70% of TRS dataset, the presented IMVO-DLIDS model
yielded accuy, recal, precn, and Fscore values such as 99.71%, 83.01%, 90.08%, and 86.17% respectively.
In addition, on 30% of TSS dataset, the proposed IMVO-DLIDS model accomplished accuy, recal,
precn, and Fscore values such as 99.71%, 83.01%, 90.08%, and 86.17% respectively.

The results from Training Accuracy (TA) and Validation Accuracy (VA), attained by IMVO-
DLIDS model, on CICIDS-2017 dataset are demonstrated in Fig. 5. The experimental outcomes
imply that the proposed IMVO-DLIDS model gained maximum TA and VA values. To be specific,
VA seemed to be higher than TA.

The results from Training Loss (TL) and Validation Loss (VL), achieved by the proposed IMVO-
DLIDS model on CICIDS-2017 dataset, are showcased in Fig. 6. The experimental outcomes infer
that the proposed IMVO-DLIDS model accomplished the least TL and VL values. To be specific, VL
seemed to be lower than TL.

A brief precision-recall analysis was conducted upon IMVO-DLIDS model using CICIDS-2017
dataset and the results are portrayed in Fig. 7. From the figure, it can be understood that IMVO-
DLIDS model accomplished the maximum precision-recall performance under all classes.
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Figure 3: Confusion matrix of IMVO-DLIDS technique on CICIDS 2017 dataset
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Table 1: Results of the analysis of IMVO-DLIDS technique under distinct measures on CICIDS-2017
dataset

Class labels Accuracy Precision Recall F-score

Entire dataset

Class 1 99.15 99.76 99.17 99.46
Class 2 99.87 47.02 67.15 55.31
Class 3 99.77 96.82 98.5 97.65
Class 4 99.71 98.06 98.71 98.38
Class 5 99.82 78.59 89.92 83.87
Class 6 99.72 96.7 98.22 97.45
Class 7 99.83 74.98 82.18 78.42
Class 8 99.82 72.13 86.8 78.79

Average 99.71 83.01 90.08 86.17

Training set (70%)

Class 1 99.15 99.76 99.17 99.46
Class 2 99.87 47.02 67.15 55.31
Class 3 99.77 96.82 98.5 97.65
Class 4 99.71 98.06 98.71 98.38
Class 5 99.82 78.59 89.92 83.87
Class 6 99.72 96.7 98.22 97.45
Class 7 99.83 74.98 82.18 78.42
Class 8 99.82 72.13 86.8 78.79

Average 99.71 83.01 90.08 86.17

Testing set (30%)

Class 1 99.15 99.76 99.17 99.46
Class 2 99.87 47.02 67.15 55.31
Class 3 99.77 96.82 98.5 97.65
Class 4 99.71 98.06 98.71 98.38
Class 5 99.82 78.59 89.92 83.87
Class 6 99.72 96.7 98.22 97.45
Class 7 99.83 74.98 82.18 78.42
Class 8 99.82 72.13 86.8 78.79

Average 99.71 83.01 90.08 86.17
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Figure 4: Results of the analysis of IMVO-DLIDS technique on CICIDS-2017 dataset

Figure 5: TA and VA analyses results of IMVO-DLIDS technique on CICIDS-2017 dataset
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Figure 6: TL and VL analyses results of IMVO-DLIDS technique on CICIDS-2017 dataset

Figure 7: Precision-recall analysis results of IMVO-DLIDS technique on CICIDS-2017 dataset

Tab. 2 and Fig. 8 show the comparative study results achieved by IMVO-DLIDS and other recent
models on CICIDS-2017 dataset [25]. The experimental results imply that EM and DBSCAN methods
exhibited the least classification performance. KODE system tried to achieve a slightly improved
performance with accuy, recal, precn, and Fscore values such as 88.51%, 88.54%, 81.84%, and 88.91%
respectively. Though K-means and one-class SVM models accomplished reasonable performances,
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the proposed IMVO-DLIDS model achieved the maximum performance with accuy, recal, precn, and
Fscore values such as 99.71%, 90.08%, 83.01%, and 86.17% respectively.

Table 2: Comparative analysis results of IMVO-DLIDS and other existing algorithms on CICIDS-
2017 dataset

Methods Accuracy Recall Precision F-score

IMVO-DLIDS 99.71 90.08 83.01 86.17
K-mean algorithm 98.15 88.31 78.49 85.02
One-Class SVM model 95.96 81.09 82.19 84.42
DBSCAN algorithm 81.70 82.72 80.97 81.40
EM algorithm 78.94 77.94 78.30 79.58
KODE model 88.51 88.54 81.84 88.91

Figure 8: Comparative analysis results of IMVO-DLIDS technique on CICIDS-2017 dataset

Brief Training Time (TRT) and Testing Time (TST) investigation were conducted between
IMVO-DLIDS model and the existing models while the results are shown are given in Tab. 3 and
Fig. 9. The results infer that K-means, one-class SVM, and KODE model showcased poor outcomes
with maximum TRT and TST values. Followed by, DBSCAN approach achieved somewhat higher
outcomes with a TRT of 186 s and a TST of 32.10 s. Next, EM model resulted in a considerable TRT
of 119 s and a TST of 31.20 s. However, the proposed IMVO-DLIDS model outperformed all other
methods with the least TRT of 31.24 s and a TST of 29.38 s respectively.
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Table 3: Training and testing time analyses results of IMVO-DLIDS technique and other existing
approaches on CICIDS-2017 dataset

Methods Training time (s) Testing time(s)

IMVO-DLIDS 31.24 29.38
K-mean algorithm 400.40 3662.90
One-Class SVM model 37.00 4882.80
DBSCAN algorithm 186.00 32.10
EM algorithm 119.00 31.20
KODE model 223.10 4961.00

Figure 9: TRT and TST analyses results of IMVO-DLIDS technique on CICIDS-2017 dataset

5 Conclusion

In this study, an effectual IMVO-DLIDS model has been developed for identification and classi-
fication of intrusions in IoT environment. The proposed IMVO-DLIDS technique primarily carries
out data pre-processing to convert the actual data into useful format. Besides, a novel CLSWOA-FS
technique is employed in the selection of optimum feature subsets. Finally, MVO-GRU technique is
implemented for recognition and classification of intrusions. The proposed IMVO-DLIDS method
was experimentally validated on benchmark datasets and the results were assessed under distinct
measures. An extensive comparative study was conducted and the results attained by IMVO-DLIDS
method were promising than the compared approaches under different aspects. Thus, IMVO-DLIDS
technique can be utilized as an effectual tool for intrusion detection in IoT environment. In future,
outlier removal approaches can also be included to improve the detection efficiency of IMVO-DLIDS
model.
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