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Abstract: Recently, machine learning algorithms have been used in the
detection and classification of network attacks. The performance of the
algorithms has been evaluated by using benchmark network intrusion datasets
such as DARPA98, KDD’99, NSL-KDD, UNSW-NB15, and Caida DDoS.
However, these datasets have two major challenges: imbalanced data and high-
dimensional data. Obtaining high accuracy for all attack types in the dataset
allows for high accuracy in imbalanced datasets. On the other hand, having
a large number of features increases the runtime load on the algorithms. A
novel model is proposed in this paper to overcome these two concerns. The
number of features in the model, which has been tested at CICIDS2017, is
initially optimized by using genetic algorithms. This optimum feature set has
been used to classify network attacks with six well-known classifiers according
to high f1-score and g-mean value in minimum time. Afterwards, a multi-layer
perceptron based ensemble learning approach has been applied to improve the
models’ overall performance. The experimental results show that the suggested
model is acceptable for feature selection as well as classifying network attacks
in an imbalanced dataset, with a high f1-score (0.91) and g-mean (0.99)
value. Furthermore, it has outperformed base classifier models and voting
procedures.

Keywords: Ensemble methods; feature selection; genetic algorithm; multilayer
perceptron; network attacks; imbalanced data

1 Introduction

The most important instrument offered for fulfilling security criteria in the area of cybersecurity
is an Intrusion Detection System (IDS). It utilizes two types of the detection strategies: signature-
based detection and anomaly detection. Signature-based IDSs aim to match events and traffic to
pre-defined attack patterns using a database of the security attack signatures [1]. On the other hand,
anomaly detection examines the data to see if anything unusual is occurring. Both techniques suffer
from poor detection rates and high false alarm rates [2]. The performance of IDSs can be enhanced
by the use of the machine learning algorithms [3]. The goal of the machine learning (ML) algorithms
is to discriminate between normal network traffic and other types of intrusions. Many studies [4–8]
have been conducted on which ML algorithms are suitable, and which parameter values should be
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selected. The using of the benchmark network attack datasets such as DARPA, KDD-Cup’99, NSL-
KDD, Kyoto2006+, CAIDA-2007 and CICIDS2017 are the most popular approach for testing the
performance of the ML algorithms [9].

Network attack datasets face two major challenges: imbalanced data and high-dimensional data.
The number of attacks in the CICIDS2017 is an example of the problem of class imbalance. While
there are 2,830,743 entries in this attack dataset, only 11 are related to “hearthbleed” and 21 are
related to “web attack SQL injection” attacks. However, the ability of a robust IDS to categorize all
attack types will increase its efficiency. To improve the performance of the classification, there are
algorithm-based, data-based (undersampling and oversampling) or hybrid techniques [10]. When the
literature studies are examined, it is seen that many studies make performance evaluations according to
the macro averages of the classical methods such as accuracy and precision. Nevertheless, traditional
metrics for imbalanced data sets are not useful for measuring the performance of these algorithms.
This is due to their high bias towards the majority class [11].

Another difficulty with network attack datasets is the number of features. While not all of these
features contribute equally to explaining the remaining information in the data, overfitting occurs
affecting the accuracy of the ML model negatively. Because of this dimensionality, the training and
testing phases of ML may necessitate more memory requirements and computational cost [12,13]. The
KDD-Cup’99 and NSL-KDD datasets, for example, include 42 features, the Kyoto 2006+ dataset
has 48 features and the CICIDS2017 dataset has 79 features [9]. The high-dimensional data spaces
degrade the performance of the ML-based IDSs. As a result, it is critical to choose an appropriate
feature selection (FS) strategy that may eliminate those features. There are three approaches to feature
selection: statistical (Chi-Square), entropy-based (Information Gain, Symmetric Uncertainty), and
sample-based (ReliefF). Nonetheless, the strategies of these FS algorithms often negatively affect
the success of the subsequent classifications. In other words, a selected feature subset that works
successfully for one class may reduce the performance of the determining another class [14].

In this paper, a model is proposed to address these two problems using the CICIDS2017 dataset.
The first challenge is to select features that can be used to classify each type of attack and normal
traffic data equally. A genetic algorithm-based feature selection (GAbFS) approach has been utilized
to address this challenge. In minimizing the number of features with a genetic algorithm (GA), the
average highest f1-score values (macro average) of the base classification methods have been utilized
as the objective function. Removing irrelevant features from the data decreases False Positives (FPs)
and False Negatives (FNs) while improving the classifier’s learning rate, detection accuracy [13], and
f1-score value. The performance of the GAbFS has been compared with Recursive Feature Elimination
(RFE), Random Forest (RF) and Linear models.

The second challenge is the high-performance classification of all attack types with reduced
features on the imbalanced CICIDS2017 dataset. In this study, a multilayer perceptron (MLP)
based ensemble method has been developed to overcome this difficulty and increase the overall
performance. Multiple base-classifiers are constructed using classic ensemble techniques in order to
make predictions about unknown data by voting [15]. However, in the proposed MLP-based ensemble
method uses the estimations of the selected base classifiers as input to the MLP model to predict the
attack type. At the end of the study, the overall performance of the proposed system has been assessed
using the f1-score, and g-mean value criteria, and compared with traditional voting methods.

The study is divided into the following sections: Section 2 discusses related efforts on the network
attack classification with feature selection and ensemble learning. The concepts of the GA, MLP,
classification algorithms, and ensemble methods are explained in Section 3, while the CICIDS2017
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dataset is explained in Section 4. The general model of the proposed method is detailed in Section 5.
Section 6 includes the models’ assessment criteria, the study’s experimental results, the findings, and
discussions. Section 7 brings the research to a close.

2 Related Works

Many studies have been offered in order to find effective solutions to the imbalanced and high-
dimensional data problems of the network attack datasets. The classification performance of the
offered approaches varies according to the selected ensemble algorithms and the number of features.

Kurniabudi et al. [16], in their study on the CICIDS2017 dataset, used Information Gain, ranking
and grouping the features methods for FS. The dataset with decreased features has been subjected to
RF, Bayes Net (BN), Random Tree (RT), and Naive Bayes (NB) analysis. The test findings revealed
that the number of features chosen by Information Gain has a substantial impact on the performance
and execution time. Khsirsagar et al. [17] has been used the FS approach to categorize “DoS attacks”
in the CICIDS2017 dataset. A FS approach based on a combination of the Information Gain,
Correlation, and ReliefF algorithms has been proposed. The system first generates subsets of the
features for each classifier based on the average weight, and then employs the Subset Combination
Strategy (SCS). The suggested FS strategy decreased the number of features in the CICIDS2017 to 24
and in KDD-Cup’99 to 12. The accuracy of the system for “DoS attacks” is 99.95%.

Chohra et al. [18] presented an optimization strategy for solving the FS challenge that incorporates
swarm intelligence and ensemble approaches. The features picked during the optimization phase, and
then the technique used automated encoders in each dataset to develop a deep learning-based anomaly
detection model. With an f1-score of 0.92 in the NSL-KDD dataset, 0.929 f1-score in the UNSW-NB15
dataset, and f1-score of 0.973 in the IoT-Zeek dataset, the model outperformed state-of-the-art ML
algorithms.

Özgür et al. [19] proposed a model that uses GA to accomplish FS and weight selection for
classifier fusion. The NSL-KDD has been used as the dataset. In addition, classifier selections have
been made for fusion from base classifier algorithms, with at least 2 and at most 8. The 41 features have
been decreased to 21. The use of the GAbFS decreased training time by 30% to 34% and testing time
by 23% to 25%. The weighted f1-score has been obtained 0.908 after applying classification fusion. In
the most successful classifier fusions, AdaBoost, Decision Tree (DT), Logistic Regression (LR), and
K-Nearest Neighbor (KNN) base classifiers have been employed. On the other hand, as the number
of the fusion classifiers increased, the success values declined.

Moukafih et al. [20] introduced the neural network-based voting system for IDSs. The approach
created feed-forward neural networks as weak learners. And then, an ensemble module combines the
predictions of the weak learners to produce a majority vote. As a result of the tests performed on the
NSL-KDD, 0.89 accuracy and 0.9 f1-score values have been obtained.

3 Methods
3.1 Genetic Algorithm

The Genetic Algorithm (GA) is a stochastic optimization algorithm based on natural selection
theory. In GA-based problem solutions, gene structure is encoded in a binary system generally. These
genes are also representatives of the population. By modifying the genes in the population across
generations, searches are undertaken in different parts of the solution space [19].
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According to the GA, an initial population is primarily produced based on the possible solution
space. The numerical model of the problem is utilized to calculate the objective function and
individual fitness. The selection, crossover, and mutation steps are then repeated for each individual
in the population. The selection stage is the process of selecting good individuals from the existing
population. Thus, better individuals are used to produce the next generation. The roulette wheel
and the tournament are the most prevalent methods of the selection [21]. Crossover and mutation
genetic operators, on the other hand, are the most significant components of the GAs. The crossover
produces a new individual by exchanging some genes between matched parents, whereas the mutation
produces a new individual by randomly altering the value of a gene on a chromosome. The mutation
operator is critical for preserving population variety and increasing the probability of the reaching
global optimization [22]. However, thanks to elitism, a set of candidate individuals is preserved at
each iteration, ensuring that some of the most successful genes are passed on to the next generation
unchanged [19]. Following these steps, a new population arises, and objective functions for this
population are determined. This iterative procedure is repeated until the stopping criterion is met.

3.2 Multi-layer Perceptron

Deep learning has emerged as a popular research topic in the field of artificial intelligence in
recent years [23]. The MLP, one of the deep learning methods, is a supervised learning neural network
structure. This feed-forward network architecture uses pre-labeled training samples to map unknown
data to a label. An MLP network is made up of neurons and layers that process and categorize data
according to the network’s demands [24]. Each neuron in one layer has a weighted connection to each
node in the following layer [25].

As indicated in Fig. 1, an MLP contains three primary levels: an input layer, an output layer, and
one or more hidden layers. The first layer of the MLP model is the input layer, which is indicated by
X = x1, x2, . . . , xn. Its role is to accept the input data. The output layer of MLP is represented by the
expression Y = y1, y2, . . . , yn. Each class label in the training dataset is represented by the nodes. The
hidden layer is one of MLP’s most critical layers. The hidden layer’s activation functions determine
whether or not a neuron is activated. It accomplishes this by doing computations based on data and
a learning algorithm [26]. The equation for a node in a hidden layer is given in Eq. (1).

h1j = f
(∑n

i=1
w1

ijxi + bm

)
(1)

where; h1j is the jth node in the h1 hidden layer. f(.) is a nonlinear activation function that can be any of
the following: linear, sigmoid, tanh, or ReLU. The bm is the bias, and wij represents the weight associated
with the xth input entering the jth node of the hidden layer h1 [25]. At the feed-forward level, weight
connections are given random values at first. However, throughout the gradient descent process, the
error between the predicted and actual labels is calculated, and the weights and bias values are updated
by iterative reduction at the back-forward level [24].

3.3 Ensemble Learning

Ensemble learning is a methodology that combines low-performance classifiers to produce a
high-performance classifier [27]. Instead of constructing a single complex and powerful classifier, the
basic principle of ensemble learning is to combine several weak and simple classifiers to enhance the
accuracy of the prediction rate. Fig. 2 depicts a common ensemble learning framework. With reference
to Fig. 2, the dataset is separated into two parts: test and training. A stronger model was created by
applying N weak models to both datasets.



CMC, 2022, vol.73, no.3 4523

Figure 1: Multi-layer perceptron topology

Figure 2: The general structure of the ensemble learning

According to Fig. 2, it is assumed that the nth weak classifier is indicated by Hn : X → {1, +1}, for
n = 1, . . . ,N, and (x ε X) is the classification input. In addition, the outputs of the N classifiers (H1(x),
H2(x) , . . . , HN(x)) can be combined into a single ensemble classifier (H(x)) in a variety of ways.
Based on Eq. (2), a single strong classifier can be calculated by giving a weighted combination of the
weak classifiers, where (w1, w2, . . . , wN) indicates a collection of the classifier weights. At each epoch
of the algorithm, each instance from the training dataset gets a weight based on the degree of accuracy
of the previous weak classifiers, and therefore the algorithm attaches importance to the misclassified
examples [28].

H (x) = sign
(∑N

n=1
ωnHn (x)

)
(2)
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3.4 Classification Algorithms

The main purpose of the classification process is to predict which class the new input data belongs
to in a dataset with many different data categories [29]. If a classification process generates one of two
outputs for an input data, it is referred as “binary classification”. On the other hand, if a classification
task is carried out for more than two classes, it is called “multi-class classification”. There are a wide
variety of the classification algorithms, and the basic ones have been used in this study. If these are
summarized; The LR is frequently used for binary classification tasks. If the learning method employs
one-vs.-rest, it can also be utilized for multi-class classification tasks [12]. The NB classifier is based
on the Bayes theorem for classification tasks. It learns probability information from current features
and applies it to unknown features. The NB algorithm deals with nonlinear parameters. As a result,
it is robust to outliers. The KNN is a supervised ML technique that predicts each class based on
the target’s feature similarity. To determine similarity between data points, it employs the Euclidean
distance, Manhattan distance, chi-square, and cosine similarity methods. The KNN classifier performs
better with fewer input variables and the same data size [30]. A Support Vector Machine (SVM) is used
as a classifier to aid in the determination of suitable decision boundaries or hyperplanes for performing
multiple tasks. Depending on the type of used kernel (linear, polynomial, or rbf), linearly separable
and non-linearly separable issues can be addressed [31]. The DT is a method for creating or improving
classifying models in the shape of a tree [32]. Overfitting is one of DT’s most significant matters. To
overcome this problem, the RF model randomly selects and trains alternative subsets from both the
data set and the feature set.

3.5 Evaluation Metrics

The overall performance of the proposed system has been evaluated using the accuracy, precision,
f1-score, and g-mean metrics. All of these metrics are based on the number of true positive (TP),
true negative (TN), false positive (FP) and false negative (FN) predictions. According to the formulas
given in Eqs. (3)–(8). The precision indicates how many positively predicted data are actually positive.
A classifier with high precision is considered good. On the other hand, the accuracy of positive
predictions is measured by recall, whereas the accuracy of negative predictions is measured by
specificity.

The harmonic mean of a classifier’s precision and recall is combined into a single statistic by
the f1-score. One of the most important reasons to use it, is to avoid selecting the wrong model
in imbalanced data sets. G-mean measures the balance between classification performances in the
majority and minority classes. Even with enough TN predictions, a low g-mean score suggests that
the model’s TP performance is inadequate. Balanced accuracy score (BAS) should be used to measure
accuracy in the event of extremely imbalanced data.

precision = TP/ (TP + FP) (3)

recall = TP/ (TP + TN) (4)

specificity = TN/ (TN + FP) (5)

f 1 − score = 2 × (precision × recall)
(precision + recall)

(6)

g − mean = √
recall × specificity (7)

BAS = 1
n

∑n

i=1
recalli (8)
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4 Datasets

The Canadian Cyber Security Institute’s CICIDS2017 dataset has been used in the research.
Sharafaldin et al. [4], in order to produce a comprehensive content in the dataset, they employed two
alternative network; the attack and victim networks. It based on HTTP, HTTPS, FTP, SSH, and e-mail
protocols [6,8]. These statistics were taken during a 5-day period between 09:00–17:00 on weekdays.
The network traffic feature information collected via the CICFlowMeter program has been reduced
to 78. The features in CICIDS2017 dataset are listed in Tab. 1.

Table 1: The CICIDS2017 dataset features

ID Features ID Features ID Features ID Features

1 Destination
Port

21 Fwd IAT Total 41 Packet
Length Mean

61 Bwd Avg
Packs/Bulk

2 Flow Duration 22 Fwd IAT Mean 42 Packet
Length Std

62 Bwd Avg Bulk
Rate

3 Total Fwd
Packets

23 Fwd IAT Std 43 Packet Len
Variance

63 Subflow Fwd
Packs

4 Total Bwd
Packets

24 Fwd IAT Max 44 FIN Flag
Count

64 Subflow Fwd
Bytes

5 Total Len of
Fwd Pack

25 Fwd IAT Min 45 SYN Flag
Count

65 Subflow Bwd
Packs

6 Total Len of
Bwd Packets

26 Bwd IAT Total 46 RST Flag
Count

66 Subflow Bwd
Bytes

7 Fwd Packet
Length Max

27 Bwd IAT Mean 47 PSH Flag
Count

67 Init_Win_bytes_
fwd

8 Fwd Packet
Length Min

28 Bwd IAT Std 48 ACK Flag
Count

68 Init_Win_bytes_
bwd

9 Fwd Packet
Length Mean

29 Bwd IAT Max 49 URG Flag
Count

69 act_data_pkt_fwd

10 Fwd Packet
Length Std

30 Bwd IAT Min 50 CWE Flag
Count

70 min_seg_size_fwd

11 Bwd Packet
Length Max

31 Fwd PSH Flags 51 ECE Flag
Count

71 Active Mean

12 Bwd Packet
Length Min

32 Bwd PSH Flags 52 Down/Up
Ratio

72 Active Std

13 Bwd Packet
Length Mean

33 Fwd URG
Flags

53 Average
Packet Size

73 Active Max

14 Bwd Packet
Length Std

34 Bwd URG
Flags

54 Avg Fwd Seg
Size

74 Active Min

15 Flow Bytes/s 35 Fwd Header
Length

55 Avg Bwd Seg
Size

75 Idle Mean

16 Flow Packets/s 36 Bwd Header
Length

56 Fwd Header
Len.1

76 Idle Std

(Continued)
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Table 1: Continued
ID Features ID Features ID Features ID Features

17 Flow IAT
Mean

37 Fwd Packets/s 57 Fwd Avg
Bytes/Bulk

77 Idle Max

18 Flow IAT Std 38 Bwd Packets/s 58 Fwd Avg
Packs/Bulk

78 Idle Min

19 Flow IAT Max 39 Min Packet
Length

59 Fwd Avg
Bulk Rate

79 Label

20 Flow IAT Min 40 Max Packet
Length

60 Bwd Avg
Bytes/Bulk

After all data was labeled, the dataset was reduced to 14 attack categories and normal packet
data [33]. Tab. 2 shows the types of attacks carried out in the CICID2017 dataset, as well as the ratio
of these attacks in the overall dataset. According to Tab. 2, the dataset generated a total of 6 attack
profiles from the list of the frequent attack types. DoS, PortScan, Bot, Brute-Force, Web Attack, and
Infiltration are examples of such threats. For example, with 158,930 attacks, PortScan attacks represent
5.61 percent of the overall dataset, whereas Web Attacks account for 0.077 percent. Furthermore, at
0.00127 percent, the Infiltration attack has the lowest value.

Table 2: Attack numbers in the CICIDS2017 dataset [34]

Category Total %

BENIGN BENIGN 2,273,097 80.300
DoS DDoS 128,027 4.5227

DoS slowloris 5796 0.2048
DoS Slowhttptest 5499 0.1943
DoS Hulk 231,073 8.1630
DoS GoldenEye 10,293 0.3636
Hearthbleed 11 0.0004

PortScan PortScan 158,930 5.6144
Bot Bot 1966 0.0695
Brute-Force FTP-Patator 7938 0.2804

SSH-Patator 5897 0.2083
Web attack Web Attack-Brute Force 1507 0.0532

Web Attack-XSS 652 0.0230
Web Attack-SQL Injection 21 0.0007

Infiltration Infiltration 36 0.0013
Total attack 471,454 19.700
Total 2,830,743
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5 Proposed Model

This section proposes a new model for high-performance classification of the attack types in
the imbalanced network attack datasets. This approach consists of three fundamental and successive
phases, as shown in Fig. 3. First, data preprocessing steps on the CICIDS2017 dataset are performed,
then features and strong classification algorithms are selected with genetic algorithm. Finally, overall
performance is improved by combining selected features and classification algorithms in an MLP-
based ensemble method.

Figure 3: The diagram of the proposed model

5.1 Pre-processing

The following are the data preprocessing methods performed for the CICIDS2017 dataset in the
study: (1) 1358 data with NAN and NULL values have been extracted from the data set. (2) The
Categorical data in the ‘label’ feature were digitized in the binary format by using One Hot Encoder.
(3) The cleaned and corrected data has been subjected to Z-Score scaling. (4) The dataset has been
split into two parts: 70% training and 30% testing. At this stage, the distribution of attack types
and BENIGN data has been ensured to be equal in the both datasets. For example, 70% of the 5796
slowloris attack data has been moved to the training set and 30% to the test set.

5.2 Feature Selection Using Genetic Algorithms

A genetic algorithm-based feature selection (GAbFS) strategy is used in this study to select
features. Furthermore, another goal of the suggested technique is to choose the most powerful
classifiers from among the fundamental classification algorithms. Fig. 4 depicts the suggested model’s
binary chromosomal sequence. The chromosomal organization is divided into two sections: feature
genes and classifier genes.
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Figure 4: Binary chromosomal sequence of the GAbFS

A binary gene structure has been encoded for 78 features in the CICIDS2017 dataset. If a bit has a
value of 0, the feature indicated that gene is not selected; if it has a value of 1, the feature is selected. For
example, considering the feature ID values given in Tab. 1, the “destination port” and “total backward
packets” features will be selected for a chromosome starting with “10010 . . . ”. On the other hand, the
features “flow duration”, “total fwd packets” and “total length of fwd packets” will not be used in the
calculation of the objective function.

Studies have shown that suitable algorithms vary depending on the datasets, and the performance
of these algorithms is highly tied to the characteristics of the datasets [35]. For this purpose, a 6-bit
classifier gene is placed at the end of the feature genes. The 6 bits, each representing a method, decide
whether base classifiers LR, NB, KNN, DT, RF, and SVM will be used in the performance calculation.
So, the relationship between each selected feature and the candidate algorithms’ performance has been
studied. The hyper parameter values of the used classifiers are given in Tab. 3.

Table 3: Hyper parameters of the selected classifiers

Classifier Hyper parameters

LR kernel = ‘ovr’
KNN k = 14, weights = ‘distance’
NB GaussianNB
DT criterion = “gini”, max_depth = 8,

min_samples = 4
RF n_estimators = 100, criterion = “gini”
SVM kernel = “rbf”, decision_func = “ovo”,

gamma = 100

In the minimizing the number of features by the GA, the mean highest f1-score values (macro
average) of the selected basic classification methods have been used as the objective function. The
classifiers are trained on the training dataset with the features selected by the GA. The final success of
the model is tested on test data that has never been seen by the GA. The GA parameters and values
are given in Tab. 4.
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Table 4: GA parameters and values

Parameters Value

Population size 30
Crossover method Two point crossover
Crossover rate 0.78
Mutation rate 0.001
Chromosome length 84 bit
Chromosome type Binary
Selection strategy Roulette wheel

5.3 MLP Based Ensemble

In the following stage, the predicted values derived by employing the GA-selected features and the
four most powerful classifiers are input into the MLP network in the binary format. The purpose is to
train the MLP network utilizing predicted data labeled by the defined classifiers as well as the actual
values at the output. Each classifier’s prediction data is a 15-bit array that represents 15 separate cases
(benign or attack types). As a result, the MLP network has 4 × 15 = 60 inputs. On the other hand, the
MLP includes 15 outputs, which indicate BENING or attack kinds, and there are 3 hidden layers. The
number of the neurons in the hidden layers is 105, 55, and 28, respectively. The ReLU as the activation
function for hidden layers. The adam algorithm as an optimizer and learning rate = 0.001 has been
chosen.

The overall performance of the suggested model has been assessed with test data at the end of the
study. The selected features have been extracted from the test data first, and then the strong classifiers
produce new prediction values. The trained MLP network receives these prediction values as inputs,
and the unknown inputs are mapped to a label with high performance.

6 Results and Discussion

The research has been carried out in Python, with 8 GB RAM and an Intel-Core i7 1.80 GHz CPU.
The multi-class performance macro-averaged metrics have been used to evaluate the performance of
the classifiers. Accordingly, the findings of the study have been evaluated from two perspectives.

6.1 Evaluation of the GA Based Feature and Classifier Selection

The GAbFS method aims to get the best classification performance by using the least number of
features in the CICIDS2017 dataset. Tab. 5 lists the 23 features that the GAbFS algorithm determined
to be the most optimal after 50 iterations.

Table 5: 23 features and its ID values selected by the GAbFS

FS method Features ID

GAbFS 1, 3, 4, 8, 18, 23, 24, 25, 27, 36, 38, 41, 44,
45, 48, 49, 56, 63, 65, 67, 69, 74, 77
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The GAbFS approach has been also employed to choose the top 4 base classifiers based on the
selected features. Tab. 6 displays the results depending on the selected features. RF is the most effective
classifier, with 0.88 f1-score, 0.819 g-mean, and 0.878 BAS values. A BAS value close to 1.0 indicates
a highly accurate prediction for each class. On the other hand, LR has the weakest classification
performance, with 0.35 f1-score, 0.001 g-mean, and 0.333 BAS. A g-mean value of 0.001 indicates
that the ratio of TP and TN for LR is quite low. As a result, RF, DT, and KNN classifiers have good
g-mean, f1-score, and BAS value. SVM has been chosen as a fourth classifier because it showed the
highest performance after the three classifiers.

Table 6: Classifier performances for the GAbFS (macro avg)

Classifier Precision Recall f1-score g-mean BAS

LR 0.41 0.33 0.35 0.001 0.333
KNN 0.90 0.83 0.85 0.772 0.828
NB 0.42 0.69 0.40 0.525 0.694
DT 0.87 0.86 0.86 0.814 0.857
RF 0.90 0.88 0.88 0.819 0.878
SVM 0.96 0.75 0.79 0.576 0.746

The GAbFS method has been compared with the RFE, RF, Ridge, and Lasso Regression
algorithms that rank the features in order of importance. The rank values for the first 23 features
sorted by Mean values, are given in Tab. 7. Each model calculated the impact of the features for a
range of 0.0 to 1.0 (normalized with min-max). While Average Packet Size in the RFE technique has
the greatest rank value, Subflow Fwd Bytes in Ridge, Max Packet Length in Lasso, and Bwd Packet
Length Max in RF have the highest rank value. For this reason, the study has been also compared by
calculating the Mean rank value.

Table 7: Feature ranks of the CICIDS2017 with FS methods

No ID RFE Ridge Lasso RF Mean

1 64 0.78 1 0.01 0.72 0.63
2 11 0.56 0.07 0.86 1 0.62
3 5 0.58 1 0 0.82 0.60
4 14 0.99 0.03 0.70 0.57 0.57
5 47 0.84 0.05 0.92 0.27 0.52
6 66 0.88 0.36 0 0.63 0.47
7 1 0.94 0.01 0.09 0.71 0.44
8 41 0.71 0.12 0.36 0.57 0.44
9 40 0.34 0.11 1 0.28 0.43
10 55 0.82 0.01 0 0.89 0.43
11 7 0.95 0.02 0.02 0.46 0.41
12 17 0.97 0.04 0.51 0.12 0.41
13 53 1 0.1 0 0.55 0.41

(Continued)
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Table 7: Continued
No ID RFE Ridge Lasso RF Mean

14 42 0.96 0.06 0.01 0.54 0.39
15 43 0.42 0.04 0.62 0.44 0.38
16 23 0.57 0.07 0.66 0.13 0.36
17 25 0.83 0.06 0.43 0.14 0.36
18 6 0.35 0.37 0 0.68 0.35
19 19 0.69 0.07 0.36 0.25 0.34
20 77 0.19 0.18 0.72 0.24 0.33
21 35 0.91 0 0 0.35 0.32
22 10 0.64 0.02 0.43 0.15 0.31
23 67 0.90 0 0.01 0.33 0.31

The RFE and RF are other feature selection techniques compared in the study. Tab. 8 lists
the features with their rank. This table excludes features having a rank of zero. The classification
performances of the features chosen by RFE, RF, and Mean have been compared. Tab. 8 shows 23
selected features highlighted in bold.

Table 8: The features’ order selected with RFE and RF

FS method Feature sorting according to the ranks

RFE > 0 53, 14, 17, 42, 7, 1, 38, 35, 67, 66, 68, 20, 47,
25, 55, 70, 27, 64, 72, 18, 56, 28, 41, 37, 19,
30, 39, 22, 10, 8, 78, 24, 5, 23, 11, 2, 49, 52,
16, 48, 3, 21, 74, 15, 54, 43, 13, 29, 26, 76, 6,
40, 65, 73, 9, 44, 36, 71, 12, 75, 63, 4, 77, 31,
69, 59, 46, 33, 32, 60, 45, 61, 62, 50, 34, 58,
57

RF > 0 11, 55, 5, 64, 1, 6, 13, 66, 14, 41, 53, 42, 7,
54, 43, 56, 35, 67, 12, 36, 40, 63, 47, 19, 77,
75, 68, 18, 24, 15, 3, 4, 9, 38, 22, 69, 10, 37,
25, 48, 23, 39, 17, 70, 16, 65, 78, 2, 20, 21,
27, 30, 52, 26, 28, 29, 44, 71, 8, 73, 74, 31,
45, 49, 72, 76

The f1-score and g-mean criteria are used to evaluate classifier performances based on the features
identified by RFE, RF, and Mean in Tab. 9. When the RFE approach has been compared to the
GAbFS, the performance of the SVM and KNN algorithms is worse than selected 23 features. The
value of g-mean = 0.682 for KNN clearly demonstrates this. As a result, in the KNN algorithm
calculations, the TP and TN ratios fell. The same is true for Mean. On the other hand, according to
the features selected with RF, the performance ratios remained at the lowest values. This is particularly
obvious in the small number of attack packages in the dataset. The DT classifier, for example, has got
an f1-score of 0.04 for a Web XSS attack, 0.20 for SQL Injection, and 0.53 for Bot. This indicates that
the features used to classify these attack types have reduced performance.
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Table 9: Classification performances of the FS methods

RFE RF Mean

Classifier f1 g-mean f1 g-mean f1 g-mean

LR 0.40 0.001 0.30 0.001 0.39 0.001
KNN 0.81 0.682 0.69 0.465 0.81 0.721
NB 0.37 0.578 0.33 0.001 0.33 0.488
DT 0.85 0.785 0.76 0.530 0.85 0.768
RF 0.86 0.736 0.77 0.525 0.87 0.783
SVM 0.72 0.496 0.66 0.442 0.74 0.542

The extent to which the selected features impact the execution time of the algorithms and the peak
size of all traced memory values has been investigated at the end of the GAbFS procedure. Figs. 5a
and 5b shows the results from the RF and DT classifier models having the highest performance values.
The data type for all selected features is float64. According to Fig. 5a, the max memory size for 78
features in the DT method was 529.42 MB, but for 23 features this value has been reduced to 198.2 MB,
resulting in a 62.5% performance increase. Similarly, the highest memory usage in the RF algorithm
was 1237.23 MB, which has been reduced to 948.45 MB using the GAbFS method.

Figure 5: a) Max memory consumption values b) Runtime values of the DT and RF algorithms

Fig. 5b depicts the runtime statistics. According to the DT algorithm, the working speed has risen
nearly 4.4 times, which is a significant increase. In the RF algorithm, this increase rate remained 2
times. When the algorithms’ performance is measured in terms of memory consumption and runtime,
it is clear that feature reduction considerably improves their performance.

6.2 Evaluation of the MLP Based Ensemble

The estimation values of the DT, RF, KNN, and SVM classifiers, chosen by using the GAbFS
approach based on the highest f1-score, have been given into the MLP model as input. Fig. 6 shows
the loss curve obtained during the MLP model’s training and testing. The training and test loss curves
showed that the model fitted well to the training and test data. The MLP-based ensemble method has
increased the overall performance of the system to 0.91 f1-score.
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Figure 6: Train and test loss curves in the MLP

The performance results of the MLP-based ensemble method in classifying network attacks are
given in Tab. 10. Based on the model’s overall evaluation, the MLP-based ensemble technique acquired
a precision value of 0.93 and a recall value of 0.89. It can be said that the values estimated as positive
are generally positive. The model, on the other hand, has an f1-score of 0.91 and a g-mean of 0.99.
According to these results, the suggested model is a robust classification model. When the classification
performances are analyzed according to the attack classes, it is seen that the performance is low for
the 13 and 14 attack classes. The comparison matrix in Fig. 7 shows the reasons behind this condition
in detail.

Table 10: Classification results of the MLP based ensemble

Attack type Prec. Recall f1 g-mean Supp

0 BENIGN 1.00 1.00 1.00 1.00 523006
1 Bot 0.88 0.83 0.86 0.91 579
2 DDoS 1.00 1.00 1.00 1.00 38537
3 DoS GoldenEye 1.00 1.00 1.00 1.00 3061
4 DoS Hulk 1.00 1.00 1.00 1.00 69222
5 DoS Slow httptest 0.99 0.99 0.99 1.00 1611
6 DoS slowloris 1.00 0.99 0.99 1.00 1677
7 FTP-Patator 1.00 1.00 1.00 1.00 2377
8 Heartbleed 1.00 1.00 1.00 1.00 1
9 Infiltration 1.00 0.78 0.88 0.88 9
10 PortScan 0.99 1.00 1.00 1.00 47774
11 SSH-Patator 1.00 0.99 1.00 1.00 1750
12 Brute Force 0.75 0.86 0.80 0.93 454
13 Sql Injection 0.80 0.67 0.73 0.82 6
14 Web Attack XSS 0.48 0.27 0.35 0.52 184
Accuracy 1.00 1.0 690248
Macro avg 0.93 0.89 0.91 0.99 690248
Weighted avg 1.00 1.00 1.00 1.0 690248
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Figure 7: Confusion matrix of the MLP-based ensemble results

According to the confusion matrix in Fig. 7, the Web Attack XSS number 14 has been mostly
predicted as the Brute Force number 12. In this case, 128 of the 184 Web Attack XSS data included
in the test data have been mislabeled as Brute Force. Only 4 out of the 6 SQL Injection attacks were
correctly classified in the 13th attack. BENIGN is labeled for 2 data.

The collected findings have been compared to the values of the hard, soft and weighted ensemble
models; the results are summarized in Tab. 11. The weighted ensemble technique has been performed
the best, with 0.89 f1-score and 0.85 g-mean values, while the hard voting method has been performed
the worst, with 0.85 f1-score and 0.69 g-mean values. The proposed MLP-based ensemble technique
outperformed all of these methods.

Table 11: Voting ensemble performances (macro avg)

Ensemble Prec. Recall f1-score g-mean BAS

Hard voting 0.92 0.83 0.85 0.69 0.834
Soft voting 0.90 0.86 0.87 0.80 0.856
Weighted voting 0.90 0.88 0.89 0.85 0.880
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6.3 Discussion

The research concludes with a qualitative discussion of the applicability of the proposed models,
which compares the proposed model to related studies already available in the literature. It should be
noted, however, that only research based on the CICID2017 dataset is discussed here, with a primary
focus on feature selection and ensemble techniques. Tab. 12 summarizes the literature, with a focus on
the performance results of the feature selection methodologies.

Table 12: Selected feature sets in the CICIDS2017

Model and Reference Attacks Selected
features

Classifier Acc. best (%) Runtime (s)

Combination of gain
ratio, correlation, and
relieff [17]

DoS 1, 2, 11, 12, 13,
14, 18, 21, 23,
24, 39, 40, 41,
42, 43, 44, 48,
53, 55, 66, 67,
74, 76, 77

- 99.95 133.66

Information gain [16]
(fw > 0.4)

All 41, 13, 65, 8,
42, 20, 54, 18,
67, 12, 63, 66,
52, 40, 39, 14,
22, 36, 9, 26,
55, 24

RF, NB, BN,
RT, J48

RF = 99.86 RF = 2733

Auto-encoder and
principle component
analysis [36]

All - RF, BN, LDA,
QDA

PCA-
RF = 99.6

RF = 544

The authors in [17] developed a model based on the Information Gain Ratio, Correlation, and
ReliefF algorithm. The Subset Combination strategy was used in the model to produce feature subsets
for each classifier based on the average weight. The study focused solely on features for detecting DoS
attacks, reducing the dataset to 24 features. 10 of these features are identical to 23 features in the
GAbFS approach offered in this paper.

The feature analysis of the CICIDS2017 with Information Gain was tested in [16]. The features
were sorted based on their weights, and accuracy and runtime analyses with various feature numbers
(4, 15, 22, 35, 52, 57, and 77) were performed. The most successful algorithms, according to the results
obtained for the 22 features that are closest to the number of features acquired with the GAbFS, were
similarly RF and Random Tree. However, despite the model has an excellent overall performance,
the detection rate of the Bot and Web Attack remained low, and the Infiltration attack could not be
predicted in anyway.

The authors in [36] used Auto Encoder and Principle Component Analysis to feature dimen-
sionality reduction. Selected feature subsets were tested with RF, Bayesian Network (BN), Linear
Discriminant Analysis (LDA) and Quadratic Discriminant Analysis (QDA) methods. As a result of
the study, a 99.6% accuracy rate for multiclass and binary classification was obtained with 10 features.
However, the f1-score value was NaN when the imbalanced nature of the dataset was not taken
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into consideration in the research. To solve this problem, the Uniform Distribution Based Balancing
approach was used, and accuracy = 98.85% and f1-score = 98.8% were achieved.

Finally, as can be seen in feature selection studies, the number of features has been reduced
to approximately 20–25, as in the GAbFS algorithm. The most successful algorithms, according to
features used, are RF and DT. Furthermore, the impact of the feature reduction on the lowering
runtime is remarkable. Nevertheless, the imbalanced nature of the dataset is still a problem that needs
to be addressed. Tab. 13 summarizes the literature, with a focus on the performance results of the
ensemble techniques.

Table 13: Proposed ensemble methods in the literature

Model and Reference Acc. (%) Precision Recall f1-score

Layered structure (Cost sensitive DNN,
XGBoost and RF) [37]

92 - - -

FFNN [20] 89 91 88 90
Kalman filter [38] 97.02 - - 96

A three-layer approach based on Cost Sensitive Deep Learning and Ensemble (CSE-IDS)
techniques was utilized in the model in [37]. With Cost Sensitive DNN, regular traffic and suspicious
instances are separated in the first layer. The XGBoost algorithm is used to classify packets as normal,
majority, or minority attacks in the second layer, while the RF algorithm was used to classify packets
categorized as minority attack in the third layer. The CSE-IDS received the highest f1-scores in the
Normal, DoS, and Bot attack classes.

In [20], a voting model was suggested that uses simple feed-forward neural networks as weak
learners to achieve high sensing capabilities with minimal computational resources. The model
achieved an accuracy of 89% and f1-score 90%. The proposed MLP-based ensemble approach yielded
results that are quite close to those of this model. This is due to the fact that an MLP model is a fully
connected feed forward neural network.

The authors in [38], presented an ensemble prediction model based on the Kalman filter. The
accuracy value of the model was obtained as 97.02%. The study’s assessment criteria are based solely
on accuracy; there are no multi-class categorization findings.

7 Conclusions

In this paper, a methodology for reducing the number of redundant features in network attack
datasets and reducing classification performance losses due to imbalanced data is provided. A GA-
based strategy has been employed in the selecting features stage of the proposed model. This strategy
has also been used to choose the most effective fundamental classifiers. The number of features has
been decreased to 23 using the GabFS approach, and the RF, DT, KNN, and SVM classifiers have
achieved high f1-score and g-mean values on these features, respectively. The results have been superior
than those produced using RFE, RF, Lasso, Rigid, and their means for the same amount of features.
The memory consumption and runtime values have been also assessed during the training and testing
of the dataset with reduced features using the RF and DT methods. It has been proven that reducing the
number of features increases running performance dramatically. An MLP-based ensemble technique
has been used to improve overall performance in the study’s final stage. The prediction data obtained
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from the selected classifiers have been given as input to the MLP, and as a result, 0.91 f1-score and
0.99 g-mean values have been obtained. Due to the misclassification rate of the Web Attack XSS
attack, these values could not be increased any more. The MLP ensemble approach, on the other
hand, outperformed other voting ensemble methods.
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