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Abstract: Every developing country relies on transportation, and there has
been an exponential expansion in the development of various sorts of vehicles
with various configurations, which is a major component strengthening the
automobile sector. India is a developing country with increasing road traffic,
which has resulted in challenges such as increased road accidents and traffic
oversight issues. In the lack of a parametric technique for accurate vehicle
recognition, which is a major worry in terms of reliability, high traffic density
also leads to mayhem at checkpoints and toll plazas. A system that combines
an intelligent domain approach with more sustainability indices is a better
way to handle traffic density and transparency issues. The Automatic Licence
Plate Recognition (ALPR) system is one of the components of the intelligent
transportation system for traffic monitoring. This study is based on a com-
prehensive and detailed literature evaluation in the field of ALPR. The major
goal of this study is to create an automatic pattern recognition system with
various combinations and higher accuracy in order to increase the reliability
and accuracy of identifying digits and alphabets on a car plate. The research
is founded on the idea that image processing opens up a diverse environment
with allied fields when employing distinct soft techniques for recognition. The
properties of characters are employed to recognise the Indian licence plate in
this study. For licence plate recognition, more than 200 images were analysed
with various parameters and soft computing techniques were applied. In
comparison to neural networks, a hybrid technique using a Convolution
Neural Network (CNN) and a Support Vector Machine (SVM) classifier has
a 98.45% efficiency.
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1 Introduction

In a developing country like India, traffic turmoil is the major nuisances because of massive popu-
lation, limited roads, and infrastructure. The Intelligent Transportation System (ITS) has emerged as a
potential solution to the aforementioned problem. ITS implementation is a solution to problems such
as parking, traffic control, automatic toll collection, traffic safety, and enforcing traffic regulations,
among others [1]. In a country like India, where over a thousand accidents occur every day, there is
a pressing need to enforce regulations. Furthermore, toll plaza traffic congestion requires additional
resources, such as time. To get rid of it, we need accurate vehicle recognition in a short amount of time.
The difficulty can be solved with the use of an Automatic Licence Plate Recognition (ALPR) system.
Despite the fact that there are several answers to the problem outlined above, there is still no complete
solution. Looking into it more, there is a need to improve the current APLR systems.

Microwave, infrared, Radio Frequency Identification (RFID), and image recognition are all used
in the current vehicle detection system. The installation of transponders on the vehicle is managed by
first three strategies. However, there are other concerns, such as in the event of fast driving, when the
precision rate of identifying and detecting number plates is lower with a transponder system. In most
cases, the ALPR system can be leveraged to improve precision. In the meanwhile, there are various
unexplained annoyances. The transponder may be illegal in some instances, and it may compromise
user privacy [2]. The plate detection device mounted on the roadside faces the challenge of distance
and vehicle speed. The law enforcement uses video cameras installed on major roadways to investigate
vulnerable automobiles. This implanted detecting technology aids law enforcement by allowing traffic
police officers to get information on vehicles from archived footage when needed in the future. The
issue of stolen cars can be readily remedied with the ALPR system put on vehicles such as buses, taxis,
or police cars. It will be resolved instantly by detecting the car by comparing the vehicle information
to the stolen vehicle database [2].

2 Automatic Licence Plate Recognition (ALPR) System

ALPR is a group surveillance method that interprets vehicle licence plates using optical character
detection and identification of imagery. Vehicles can be easily and precisely recognised by their licence
plate number from an image or a video of a moving vehicle using this technology. ALPR systems
play an important role in a variety of applications, including traffic control and management, vehicle
tracking and location, car parking automation, and toll collection systems. It can be used for automatic
toll collection on highways, parking in retail malls, airport parking, and hospitals, among other things.
Fig. 1 [3] shows a typical ALPR system which involves majorly four steps in the process of recognition.
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Figure 1: A canonical ALPR system

2.1 Input Image of Vehicle

To begin, a camera is used to take a picture that includes the licence plate. The quality of the
image obtained is crucial in the recognition of the licence plate. As a result, high-resolution cameras
are required to capture the image.

2.2 Pre-processing

The preprocessing technique considers the captured image of the vehicle for evaluation, taking
into account the total image with a set background for analysis. Firstly, the image is transformed into
a grey image and then edges in the images are found using filtering. The filtering can be done with the
number of operators such as Sobel, Canny, Gabor etc. [4–6]. After that dilation of the image is done
with the square structuring element. The holes in the image are filled and the connected components
are found and labelled. The histogram is used to find out a number of lines and characters in the
region.

2.3 Character Segmentation

As the height and width of all the characters are equal so these features can be used for
segmentation of characters. In literature, the segmentation is done by using a number of methods
like connected component analysis, histogram analysis, window scanning [7] etc.

2.4 Character Recognition

Characters that are feature dominated and have relation with an acquired image are segmented
and analysed after extraction. As vital aspects in character recognition on a licence plate, features
play an important part in defining a procedure. In [5], fuzzy logic based character recognition is
proposed. Other techniques proposed by researchers in literature are template matching, Artificial
Neural Network (ANN), Support Vector Machine (SVM) etc. These classifiers perform extremely well
for various applications such as diabetic diagnosis [8,9], handwritten character recognition [10,11], etc.

The aforementioned technology is gaining a name in traffic installations and security for a variety
of applications, including toll collecting at toll plazas, red light jumping at the roadside, and any other
traffic rule violation.

3 ALPR Systems Methodologies

There have been numerous studies conducted using various approaches for an ALPR system. The
approaches used to accomplish the three key stages after image acquisition, namely, extraction of the
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licence plate from the input image, character segmentation from the extracted image, and identification
of the segmented characters, are discussed.

3.1 Licence Plate Extraction

The drawing licence plate area retrieved from the captured image or video is crucial for the ALPR
system since it determines the outcome. The collected vehicle image and a region of the vehicle image
that most likely holds a licence plate serve as input and output to the first stage, respectively. Because
the size and elements required to characterise a process in a measurable domain differ based on the
licence plates employed in a system, inaccurate character judgement occurs. As a result, characteristics
serve as a criterion for determining size and elements for defining a quantifiable process. Characters
mentioned on a licence plate in a precise pattern are used to create the image’s features. There is a
number of licence plate features such as colour, rectangular shape, etc. [1]. The licence plate colour is
usually distinct from the car colour; this difference is known as texture, and it can be taken into account
while extracting the licence plate from the image. In addition, two or more picture attributes can be
combined and used to extract a specific licence plate. Tab. 1 compares several licence plate extraction
procedures based on technique, plate size, and success rate. A preset requirement, such as camera
position, vehicle position, and lighting condition, constrains the execution of alternative strategies.

Table 1: Comparison of different techniques used for licence plate extraction

Presented techniques with
references

Plate size Recognition rate (%) (No of sample
images)

Adaboosting [12] 120 × 40, 352 × 288 96% (260 Images) [12]
Colour image processing NR 91.25% (80 Images) [13]
Contour algorithm 800 × 600 99.27% (415 images) and 98.2% (390

images) [14]
Discrete fourier transform 390 × 480 90% (50 images) [15]
Discrete wavelet transformation 400 × 300 97.33% (300 Images) [16]
Edge detection operators NR 97.23% (400 Images) [17]
Genetic algorithm NR 92.8% (70 Images) [18]
Histogram 320 × 240 95.7% (191 Images) and 93.9% (331

Inspection station images) [19]
Morphological operations 640 × 480 98.33% (60 Images) [20]
Multi-cluster approach NR 91% [21]
Neural network 640 × 480 98% (70 images) [22]
Otsu binarization NR 89.3% (120 Chinese letters), 94.1%

(179 letters), 93.6% (541 numerals) [23]
Salient feature 867 × 623 93.6% (332 Images) [24]
SCW NR 96.5% ( LPS), 89.1% ( LPR) and

Overall 86% [25]
VQ 786 × 256 98% [26]
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3.2 Character Segmentation

The retrieved licence plate is then processed for character segmentation. Threshold is used to
transform the extracted licence plate into a binary image. The threshold must be determined to avoid
character joining, which can result in complex character segmentation [27]. Due to a bad choice
of binarization threshold, the frame of the licence plate might sometimes become stuck to the text.
One solution to the problem is to increase the image quality before converting it to binary by doing
prepossessing. In the literature, histogram equalisation, noise removal, and contrast enhancement are
some of the approaches used to improve image quality. The various character segmentation techniques
are compared on the basis of plate size and success rate are given in the Tab. 2.

Table 2: Comparison of different techniques used for character segmentation

Presented techniques with
references

Plate size Success rate (%) (No of sample images)

CCA NR 81.2% (500 Images) [28]
Fuzzy logic NR 93.4% (400 Images) [5]
Histogram analysis 800 × 600 99.27% (415 images) and 98.2%

(390 images) [14]
Hough transformation NR 100% (200 Images) [27]
Hybrid binarization 867 × 623 93.6% (332 Images) [24]
NN NR 93% (LPE) and 97% (LPR) [29]
Prior knowledge 2560 × 1920 95.7% (180 Images) [30]
Region-based approach 120 × 40 352 × 288 96% (260 Images) [12]
Shape-driven fast marching NR 96.64% using K-Nearest neighbour (KNN)

and 98.96% using SVM [31]
SCW 1024 × 768 86% (1334 Images) [25]

3.3 Character Recognition

Recognition of the characters obtained after segmentation is the next and last stage. Due to
camera magnification, irregular size, and thickness of segmented characters, character recognition
in ALPR systems is complicated. The aforementioned issues are overcome by resizing the characters
to a predetermined identical size before proceeding with the processing. Other difficulties include the
font style of the characters, which varies by country, and the extracted characters being broken, noisy,
or skewed. Character identification and segmentation are assessed based on the region covered, the
area of interest, and the quantity of characters involved (not variable). The accuracy of recognition
is determined by a number of criteria, including resolution and image quality, as shown in Tab. 3.
Khan et al. [32] suggested a new ALPR technique based on template matching and NN for still photos
and videos. Several character feature extraction and recognition techniques have been investigated,
along with their benefits and drawbacks. In the literature, classifiers such as ANN [33], SVM [34], and
HMM [35] are used to recognise characters using extracted characteristics. The classifiers can also be
used in parallel [36], multistage [37]. Tab. 3 shows a comparison of the character identification rates
of various approaches.
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Table 3: Comparison of different techniques used for character recognition

Presented techniques with references Plate size Success rate (%) (No of sample images)

Correlation 512 × 512 60% for cameras with 25 (f/s) [38]
Features 768 × 256 97% in Day Time and 90% in Night [39]
Fuzzy logic NR 93.4% for 400 Images [5]
ANN 100 × 100 88.30% [40]
OCR 800 × 600 99.27% (415 images) and 98.2%

(390 images) [14]
Template matching 640 × 480 96.05% for 710 Images [41]

4 Soft Computing Techniques Based ALPR Systems

Soft computing is used to deploy approximate calculations to provide practical answers for
complex computer problems, although it is imprecise. Problems that are difficult or impossible to
solve with current hardware can be solved using this method. Soft computing techniques are similar
to formal logical systems that focus largely on computer-aided numerical analysis and use biological
processes as hallmarks rather than traditional techniques. The ALPR system’s steps are shown in Fig. 2
and discussed in depth further below.

Input Image

Pre-Processing Module

Histogram

Labelling

Binarization

Filtering

Dilation and Erosion

Character Segmentation Module

Vehicle Number

Character Recognition Module

Figure 2: Block diagram representation of all the steps involved in an ALPR system
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4.1 Input Stage

An ALPR system acquires images in any format immediately, as long as the licence plate’s
borders are sublimed as well. For picture acquisition, cameras are placed along the roadside. The
image can be captured by the camera, or one of the video frames can be used for further processing.
Camera quality, camera position, distance between vehicle and camera, angle of picture capture,
camera zooming factor, lighting conditions, ambient circumstances, vehicle speed, and so on are all
aspects that influence the entire process of area recognition. These elements are critical and cannot
be overlooked because the input image is the most important factor in recognition. High-resolution
cameras provide images with more pixels, which implies that all small and important details are taken
into account, resulting in a greater identification rate. Fig. 3 shows an input car image with a licence
plate.

Figure 3: An input car image with licence plate

4.2 Pre-processing Module

The pre-processing of the input image is an important module for recognition. The following are
the steps involved in the pre-processing:

4.2.1 Binarization

The binarization begins with the resizing the input vehicle image. The vehicle image is resized to
image with 400 rows while maintaining the same aspect ratio as of the original input image. This is done
to have uniformity in the processing of different image taken by different cameras. This transformation
from RGB to grayscale do not alter the luminance, however the Hue and Saturation are removed.
Thereafter intensity image is transformed to binary image using a threshold using Otsu’s method.

4.2.2 Filtering

The filtration is done using a 3 × 3 median filter to eliminate salt and pepper noise of the image.
This filter minimises noise at first without affecting the edge information, which is crucial in this
scenario. The masked values are ordered in increasing order for filtering purposes, and their median
is determined.

4.2.3 Dilation

Dilation is mathematical morphology operator. Dilation is applied on binary images to pro-
gressively broaden the boundary regions of forefront pixels. The binary dilation of element A by
structuring element B is denoted A⊕B, is defined as the set operation given by Eq. (1) given below.
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The structuring elements are used for dilation of an image to expand its shapes.

A ⊕ B = {z | (B̂)z ∩ A �= ∅ } (1)

4.2.4 Erosion

Erosion is also mathematical morphology operator. Erosion is applied on binary images to
progressively erode the boundaries regions of forefront pixels. The binary erosion of image A by
structuring element B is denoted by A�B, is defined as the set of pixels given by Eq. (2) given below.

A�B = {z |Bz ⊆ A} (2)

4.2.5 Morphological Gradient

The eroded image is subtracted from the dilated image to obtain morphological gradient. The
shrunk image obtained using erosion is subtracted out of the broadened image obtained using dilation
and the results obtained are the edges present in the input image.

4.2.6 Brightening of Edges

The edge information is obtained from morphological gradient is further processed for more
brightening. The brightened edges are obtained by doing 2D convolution of the image with edges
obtained from the morphological gradient and [1 1, 1 1]. The convolution formula used for two-
dimensional variables A and B is given in Eq. (3) given below.

C [j, k] =
∑

p

∑

q

A (p, q) B (j − p + 1, k − q + 1) (3)

where, p and q run overall values that lead to legal subscripts of A(p, q) and B(j − p + 1, k − q + 1).
The morphological gradient image is convolved with [1 1, 1 1] to brighten the edges.

4.2.7 Elimination of Unwanted Horizontal Lines

The image got after 2D convolution with kernel function [1 1, 1 1] is further searched for horizontal
lines. In a licence plate, the possibilities of long horizontal lines due to the written characters are very
low. So, to remove these unwanted horizontal lines in the image, firstly image is eroded with a structural
element which is a line with 51 elements and zero degrees angle and the result obtained is subtracted
from the convolved image.

4.2.8 Image Hole Filling

The image obtained from the previous step is having holes. For further processing, these holes
need to be filled. Here, a hole is a group of pixels with value ‘0’ and they are covered with pixels with
value ‘1’ and even if zeros from the edges are filled they cannot be reached out. The image obtained
after horizontal lines is processed to fill the holes present in it.

4.2.9 Isolation of Characters

The characters in the image due to dilation may get connected to ensure the proper isolation of
the characters the thinning operation is performed on the image. Further, the eroding is done using
structural element [1; 1; 1].
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4.2.10 Removal of Objects

Once the characters are isolated then all the objects in the image with pixels less than 300 are not
likely to be the characters of the licence plates. Therefore all the objects in the image with pixels less
than 300 are removed.

4.2.11 Identification of Connected Components in the Image

The image obtained for the last step needs to be identified. For their identification, these objects
are labeled to differentiate from each other.

4.2.12 Measurement of the Labeled Connected Components

All the labeled connected components are measured for their property. The main idea behind
using these measurements is to underline structured elements and lie along with borderline submerged
images in order to provide sufficient rate for preprocessing. This structured analysis has been figured
out and made available for analysis with eleven attributes so that annealing effect can be imposed
and filter out antialiasing effect in which high frequency components superimpose low frequency
components. This kind of processing also helps to add further processing.

4.3 Character Segmentation Module

The pre-processed connected components and their attributes are utilised to locate the characters
in the licence plate. It aids in distinguishing the characters from the rest of the image. Because all
characters are printed horizontally, their breadth along y will be same. Furthermore, if the object’s
upper left corner coordinates are carefully examined, the y-coordinates are likely to be the same or very
similar to each other. This element aids in the identification of the characters on the licence plate. The y-
coordinates and width along y of ten connected components are nearly the same. These ten connected
components are likely to be the licence plate characters, hence separated out and their properties are
given in the below Tab. 4. These upper left corners coordinate and width along x and width along y
are used to crop the input image for the segmentation.

Table 4: Properties of the identified characters present in the image

Upper left corner coordinates Width along x Width along y

173.5, 227.5 26 49
206.5, 227.5 25 50
240.5, 228.5 26 49
273.5, 228.5 26 49
306.5, 229.5 24 48
338.5, 229.5 26 49
375.5, 230.5 16 48
407.5, 230.5 16 48
434.5, 231.5 24 48
469.5, 231.5 16 48

The segmented characters obtained are as shown in Fig. 4 given below.
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Figure 4: Segmented characters of the licence plate

4.4 Character Recognition Module

The recognition is performed by trained models based on soft computing techniques i.e., RF,
ANN, SVM, and CNN. These four soft computing techniques are, firstly used for the implementation
of recognition module and later on the basis of their performance the hybrid technique is also
implemented. The implementation of soft computing techniques RF, ANN, SVM, CNN and CNN-
RF are described in [42]. Results motivate to implementation of CNN and SVM based hybrid ALPR
system.

5 Hybrid Scheme Implementation for ALPR System

Using the training data of alphabets and numerals, various soft computing-based recognition
modules are trained, and then the features of testing licence plates are extracted and recognised using
the trained model. Arial, Lucida, Bookman Old Style, Calibri, Cambria, Consolas, Lucida Bright,
Rockwell, Tahoma, Times New Roman, and Verdana are among the basic fonts used in different sets
with pre inclined values [42]. The trained models were then put to the test for identifying Indian cars.
Two hundred licence plates from five Indian states (Haryana, Punjab, Chandigarh, Uttrakhand, and
Delhi) were used for testing and training in this work. Fig. 5 depicts a series of test photos of a car with
a licence plate. Because each licence plate has four alphabets and six numerals, the modules below are
used to test a total of 800 alphabets and 1200 numerals.

Figure 5: Testing images of car with licence plates
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CNN and SVM Hybrid Recognition Module

For the recognition of the licence plate characters, the deployed technique uses a blend of CNN
and SVM. To begin, the ALPR system is given the car image as input. To isolate the licence plate
region from the rest of the image, the input image is pre-processed with binarization, median filtering,
dilation, erosion, subtraction, linked component labelling, and the histogram. The properties of
the item recognised in the input image are used for segmentation. For subsequent processing, the
segmented characters are scaled to 28 × 28 images. The CNN network, which is a seven-layer network
comprising of an input layer, convolutional layer, ReLU layer, max-pooling layer, fully connected
layer, classification layer, and a softmax layer, is given the segmented region of the picture for feature
extraction. The CNN training parameters are listed in Tab. 5.

Table 5: Parameters used for the CNNs training

Convolutional neural network specifications

Parameter For numeral For character

Input image size 28 × 28 28 × 28
Number of filters in
convolution layers

20 Filters with size 9 × 9 20 Filters with Size 9 × 9

Rectified linear unit layer Threshold operation on each
element

Threshold operation on
each element

Type and size of pooling Max pooling with 2 × 2 Size Max pooling with 2 × 2
size

Fully connected layer Fully connected NN layer with
10 output nodes

Fully connected NN layer
with 26 output nodes

Activation function of softmax
Layer

Soft max activation function Soft max activation
function

The input layer pre-processed a raw image with a size of 28 × 28 pixels, segmenting each letter and
numeral with a structured frame. Different frames might be chosen depending on the image quality and
feature mechanism. The CNN input layer functions as a pre-processor, keeping the segmented image
organised. In a structured formation of frame, the second layer functions as a barrier for undesirable
materials to penetrate and provides filters of quantized values of 9 × 9 with significant and relevant
numbers. Filters decide the memory and weight values of a network and should be less in number
in order to make a system valuable. Fixed Threshold function also termed as objective function is
provided for linearization by third layer of a network. It can be also considered as minimum value
of feature extraction limit without any loss of an image and minimizing time for feature extraction.
Fourth layer is used to maximize the set attributes of pool value of 2 × 2 and minimize the number of
elements keeping features intact. However; fifth layer is connected layer with intent to provide single
vector with soft function terminology. Sixth Layer is the softmax layer which is used to calculates a
probability for every possible class. Seventh layer deals with activation function for SVM module as
it classifies and provide inputs for SVM trained network. The activation values of the classification
layer are used as extracted features and given as input to the SVM module. The trained SVM module is
used for the final recognition of testing licence plates dataset. The seven hundred eighty one alphabets
are recognized out of eight hundred alphabets which results in 97.63% recognition rate for alphabets.
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While one thousand one hundred eighty eight numerals out of twelve hundred are recognized, resulting
in a recognition rate of 99%, while the overall licence plate recognition rate obtained is 98.45%.

Tab. 6 shows recognition rates obtained for various implemented techniques. It has been con-
cluded from results that CNN based ALPR system performed better than RF, ANN, and SVM based
ALPR systems. Furthermore, the results obtained are improved by using hybrid models for recognition
purpose. The hybrid model of CNN and RF performed better by 1.75% than the CNN. Moreover, the
hybrid model based on CNN with SVM performs better than the hybrid model based on CNN with
RF by 0.65%.

Table 6: Comparison of the various implemented recognition technique

Technique
used

Recognition rate

Alphabets recognized Numeral recognized Overall

Out of 800 in % Out of 1200 in % Out of 2000 in %

RF 740 92.5 1125 93.75 1865 93.25
NN 729 91.13 1160 96.67 1889 94.45
SVM 747 93.38 1165 97.1 1912 95.6
CNN 753 94.12 1168 97.32 1921 96.05
CNN-RF 774 96.75 1182 98.5 1956 97.8
CNN-SVM 781 97.63 1188 99 1969 98.45

6 Conclusion and Future Scope

In the undertaken work, an ALPR system with high recognition rate has been implemented and
tested. The Soft Computing Techniques, i.e., RF, ANN, SVM, and CNN are implemented for the
recognition of the licence plate. The Soft Computing Techniques based created models are tested using
200 images of Indian licence plates and concluded that the implemented soft computing techniques
i.e., RF, ANN, SVM, and CNN soft computing technique performs better than the conventional
techniques. The obtained results have motivated for further hybridization of CNN with RF and CNN
with SVM. Based on implemented soft computing techniques i.e., RF, ANN, SVM, and CNN, it is
concluded that CNN performs better at 2.8%, 1.6% and 0.45% than RF, ANN and SVM based ALPR
systems respectively. The implemented hybrid (CNN-RF and CNN-SVM) ALPR system performs
better than the RF, ANN, SVM, and CNN based ALPR systems. The recognition rates obtained for
implemented hybrid techniques, CNN-RF and CNN-SVM are 97.8% and 98.45%, which is better
compared to the recognition rates of 93.25%, 94.45%, 95.6%, and 96.05% obtained with RF, ANN,
SVM, and CNN, respectively. CNN-SVM hybrid technique promisingly performs better than CNN-
RF. The recognition rate obtained for CNN-SVM is better at 0.65% than the CNN-RF based ALPR
system. The research effort has been intended to come up with a new scientifically validated ALPR
system. The work will have applications in different areas like traffic analysis, toll management,
security, parking, law enforcement, and stolen vehicle identification and so on.

The implemented technique can also be improved and enhanced to develop fully automatic licence
plate extraction and recognition system with full automation, right from the acquisition of the licence
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plate till the final recognized plates output as required by toll plaza system, parking management
system, crime investigation system, traffic monitoring system, border control etc. The developed
approach is trained to recognise Indian licence plates with English characters and numerals; however,
the current research work can be extended to recognise licence plates from other countries or licence
plates written in other scripts and languages such as Hindi, Punjabi, Tamil, and others. The future
researcher can focus on the image with multiple licence plates, video-based recognition, processing
of high definition plate images. The focus can be on pre-processing techniques to deal with noise,
illumination problem for improving the recognition rate with reduced recognition time. The findings of
this research work can be applied to other related areas of image processing and pattern recognition like
handwriting recognition, signboard text detection, signature verification system etc. The recognition
of the manufacturer and model of the vehicle along with the licence plate can also be extended in the
ALPR system.

Acknowledgement: The authors deeply acknowledge the Researchers Supporting Program (TUMA-
Project-2021-14), AlMaarefa University, Riyadh, Saudi Arabia for supporting this work. Mohd Anul
Haq would like to thank Deanship of Scientific Research at Majmaah University for supporting this
work under Project No. R-2022-173.

Funding Statement: This research was supported by Researchers Supporting Program (TUMA-
Project-2021-14), AlMaarefa University, Riyadh, Saudi Arabia. Mohd Anul Haq would like to thank
Deanship of Scientific Research at Majmaah University for supporting this work under Project No.
R-2022-173.

Conflicts of Interest: The authors declare that they have no conflicts of interest to report regarding the
present study.

References
[1] S. Du, M. Ibrahim, M. Shehata, and W. Badawy, “Automatic license plate recognition (ALPR): A state-

of-the-art review,” IEEE Transactions on Circuits and Systems for Video Technology, vol. 23, pp. 311–325,
2012.

[2] K. M. Hung and C. T. Hsieh, “A real-time mobile vehicle license plate detection and recognition,” Tamkang
Journal of Science and Engineering, vol. 13, pp. 433–442, 2010.

[3] S. Rani and P. K. Dahiya, “A review of recognition technique used automatic license plate recognition
system,” International Journal of Computer Applications, vol. 121, no. 17, pp. 6–8, 2015.

[4] C. N. K. Babu and K. Nallaperumal, “An efficient geometric feature based license plate localization and
recognition,” International Journal of Imaging Science Engineering, vol. 2, pp. 189–194, 2008.

[5] J. Zhao, S. Ma, W. Han, Y. Yang, and X. Wang, “Research and implementation of license plate recognition
technology,” in 2012 24th Chinese Control and Decision Conf. (CCDC), Taiyuan, China, pp. 3768–3773,
2012.

[6] F. Kahraman, B. Kurt, and M. Gökmen, “License plate character segmentation based on the gabor
transform and vector quantization,” in Int. Symp. on Computer and Information Sciences, Antalya, Turkey,
pp. 381–388, 2003.

[7] N. Sharma, P. K. Dahiya, and B. R. Marwah, “Performance comparison of various techniques for
automatic licence plate recognition systems,” International Journal of Cloud Computing, vol. 11, no. 2, pp.
138–155, 2022.

[8] D. J. Hemanth, J. Anitha, and M. Mittal, “Diabetic retinopathy diagnosis from retinal images using
modified hopfield neural network,” Journal of Medical Systems, vol. 42, no. 12, pp. 247, 2018.



894 CMC, 2023, vol.74, no.1

[9] X. Zhang, W. Zhang, W. Sun, X. Sun, and S. K. Jha, “A robust 3-D medical watermarking based on wavelet
transform for data protection,” Computer Systems Science and Engineering, vol. 41, pp. 1043–1056, 2022.

[10] M. Yadav, R. K. Purwar, and M. Mittal, “Handwritten hindi character recognition: A review,” IET Image
Processing, vol. 12, pp. 1919–1933, 2018.

[11] X. Zhang, X. Sun, X. Sun, W. Sun, and S. K. Jha, “Robust reversible audio watermarking scheme for
telemedicine and privacy protection,” Computers, Materials and Continua, vol. 71, pp. 3035–3050, 2022.

[12] C. Arth, F. Limberger, and H. Bischof, “Real-time license plate recognition on an embedded DSP-
platform,” in 2007 IEEE Conf. on Computer Vision and Pattern Recognition, Minneapolis, MN, USA, pp.
1–8, 2007.

[13] E. R. Lee, P. K. Kim, and H. J. Kim, “Automatic recognition of a car license plate using color image
processing,” in Proc. of 1st Int. Conf. on Image Processing, Austin, TX, USA, pp. 301–305, 1994.

[14] T. D. Duan, D. A. Duc, and T. L. H. Du, “Combining hough transform and contour algorithm for detecting
vehicles’ license-plates,” in Proc. of 2004 Int. Symp. on Intelligent Multimedia, Video and Speech Processing,
2004, Hong Kong, China, pp. 747–750, 2004.

[15] M. Anul Haq, “Cnn based automated weed detection system using uav imagery,”Computer Systems Science
and Engineering, vol. 42, no. 2, pp. 837–849, 2022.

[16] Y. R. Wang, W. H. Lin, and S. J. Horng, “A sliding window technique for efficient license plate localization
based on discrete wavelet transform,” Expert Systems with Applications, vol. 38, pp. 3142–3146, 2011.

[17] V. Seetharaman, A. Sathyakhala, N. Vidhya, and P. Sunder, “License plate recognition system using hybrid
neural networks,” in IEEE Annual Meeting of the Fuzzy Information, 2004. Processing NAFIPS’04, Banff,
AB, Canada, pp. 363–366, 2004.

[18] S. K. Kim, D. W. Kim, and H. J. Kim, “A recognition of vehicle license plate using a genetic algorithm based
segmentation,” in Proc. of 3rd IEEE Int. Conf. on Image Processing, Lausanne, Switzerland, pp. 661–664,
1996.

[19] Y. P. Huang, C. H. Chen, Y. T. Chang, and F. E. Sandnes, “An intelligent strategy for checking the annual
inspection status of motorcycles based on license plate recognition,” Expert Systems with Applications, vol.
36, pp. 9260–9267, 2009.

[20] W. Wanniarachchi, D. Sonnadara, and M. Jayananda, “License plate identification based on image
processing techniques,” in 2007 Int. Conf. on Industrial and Information Systems, Peradeniya, Sri Lanka,
pp. 373–378, 2007.

[21] S. N. H. S. Abdullah, M. Khalid, R. Yusof, and K. Omar, “License plate recognition using multi-cluster
and multilayer neural networks,” in 2006 2nd Int. Conf. on Information & Communication Technologies,
Damascus, Syria, pp. 1818–1823, 2006.

[22] J. Matas, and K. Zimmermann, “Unconstrained licence plate and text localization and recognition,” in
Proc. 2005 IEEE Intelligent Transportation Systems, 2005, Vienna, Austria, pp. 225–230, 2005.

[23] B. Shan, “Vehicle license plate recognition based on text-line construction and multilevel RBF neural
network,” Journal of Computers, vol. 6, pp. 246–253, 2011.

[24] J. M. Guo and Y. F. Liu, “License plate localization and character segmentation with feedback self-learning
and hybrid binarization techniques,” IEEE Transactions on Vehicular Technology, vol. 57, pp. 1417–1424,
2008.

[25] C. N. E. Anagnostopoulos, I. E. Anagnostopoulos, V. Loumos, and E. Kayafas, “A license plate-
recognition algorithm for intelligent transportation system applications,” IEEE Transactions on Intelligent
Transportation Systems, vol. 7, pp. 377–392, 2006.

[26] R. Zunino and S. Rovetta, “Vector quantization for license-plate location and image coding,” IEEE
Transactions on Industrial Electronics, vol. 47, pp. 159–167, 2000.

[27] M. S. Pan, J. B. Yan, and Z. H. Xiao, “Vehicle license plate character segmentation,” International Journal
of Automation and Computing, vol. 5, pp. 425–432, 2008.

[28] V. Shapiro, and G. Gluhchev, “Multinational license plate recognition system: Segmentation and classi-
fication,” in Proc. of the 17th Int. Conf. on Pattern Recognition, 2004. ICPR 2004, Cambridge, UK, pp.
352–355, 2004.



CMC, 2023, vol.74, no.1 895

[29] V. S. L. Nathan, J. Ramkumar, and S. K. Priya, “New approaches for license plate recognition system,” in
Int. Conf. on Intelligent Sensing and Information Processing, 2004. Proc. of , Chennai, India, pp. 149–152,
2004.

[30] H. J. Lee, S. Y. Chen, and S. Z. Wang, “Extraction and recognition of license plates of motorcycles and
vehicles on highways,” in Proc. of the 17th Int. Conf. on Pattern Recognition, 2004. ICPR 2004, Cambridge,
UK, pp. 356–359, 2004.

[31] M. Anul Haq, “Planetscope nanosatellites image classification using machine learning,” Computer Systems
Science and Engineering, vol. 42, no. 3, pp. 1031–1046, 2022.

[32] N. Y. Khan, A. S. Imran, and N. Ali, “Distance and color invariant automatic license plate recognition
system,” in 2007 Int. Conf. on Emerging Technologies, Rawalpindi, Pakistan, pp. 232–237, 2007.

[33] J. Jiao, Q. Ye, and Q. Huang, “A configurable method for multi-style license plate recognition,” Pattern
Recognition, vol. 42, pp. 358–369, 2009.

[34] K. K. Kim, K. Kim, J. Kim, and H. J. Kim, “Learning-based approach for license plate recognition,” in
Neural Networks for Signal Processing X. Proc. of the 2000 IEEE Signal Processing Society Workshop (Cat.
No. 00TH8501), Sydney, NSW, Australia, pp. 614–623, 2000.

[35] D. Llorens, A. Marzal, V. Palazón, and J. M. Vilar, “Car license plates extraction and recognition based on
connected components analysis and HMM decoding,” in Iberian Conf. on Pattern Recognition and Image
Analysis, Berlin, Heidelberg, pp. 571–578, 2005.

[36] Y. S. Huang and C. Y. Suen, “A method of combining multiple experts for the recognition of unconstrained
handwritten numerals,” IEEE Transactions on Pattern Analysis & Machine Intelligence, vol. 17, pp. 90–94,
1995.

[37] J. Cao, M. Ahmadi, and M. Shridhar, “Recognition of handwritten numerals with multiple feature and
multistage classifier,” Pattern Recognition, vol. 28, pp. 153–160, 1995.

[38] M. Anul Haq, “Intellligent sustainable agricultural water practice using multi sensor spatiotemporal
evolution,” Environmental Technology, vol. 2021, pp. 1–21, 2021.

[39] D. Yan, M. Hongqing, L. Jilin, and L. Langang, “A high performance license plate recognition system
based on the web technique,” in ITSC 2001. 2001 IEEE Intelligent Transportation Systems. Proc. (Cat. No.
01TH8585), Oakland, CA, USA, pp. 325–329, 2001.

[40] M. Anul Haq, “Smotednn: a novel model for air pollution forecasting and aqi classification,” Computers,
Materials & Continua, vol. 71, no. 1, pp. 1403–1425, 2022.

[41] M. Anul Haq, “Cdlstm: a novel model for climate change forecasting,” Computers, Materials & Continua,
vol. 71, no. 2, pp. 2363–2381, 2022.

[42] N. Sharma, P. K. Dahiya, and B. R. Marwah, “A hybrid approach for automatic licence plate recognition
system,” International Journal of Sensors, Wireless Communications and Control, vol. 11, pp. 66–71, 2021.


	Deep Learning and SVM-Based Approach for Indian Licence Plate Character Recognition
	1 Introduction
	2 Automatic Licence Plate Recognition ALPR System
	3 ALPR Systems Methodologies
	4 Soft Computing Techniques Based ALPR Systems
	5 Hybrid Scheme Implementation for ALPR System
	6 Conclusion and Future Scope


