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Abstract: Day by day, biometric-based systems play a vital role in our
daily lives. This paper proposed an intelligent assistant intended to identify
emotions via voice message. A biometric system has been developed to detect
human emotions based on voice recognition and control a few electronic
peripherals for alert actions. This proposed smart assistant aims to provide
a support to the people through buzzer and light emitting diodes (LED) alert
signals and it also keep track of the places like households, hospitals and
remote areas, etc. The proposed approach is able to detect seven emotions:
worry, surprise, neutral, sadness, happiness, hate and love. The key elements
for the implementation of speech emotion recognition are voice processing,
and once the emotion is recognized, the machine interface automatically
detects the actions by buzzer and LED. The proposed system is trained and
tested on various benchmark datasets, i.e., Ryerson Audio-Visual Database
of Emotional Speech and Song (RAVDESS) database, Acoustic-Phonetic
Continuous Speech Corpus (TIMIT) database, Emotional Speech database
(Emo-DB) database and evaluated based on various parameters, i.e., accuracy,
error rate, and time. While comparing with existing technologies, the proposed
algorithm gave a better error rate and less time. Error rate and time is
decreased by 19.79%, 5.13 s. for the RAVDEES dataset, 15.77%, 0.01 s for
the Emo-DB dataset and 14.88%, 3.62 for the TIMIT database. The proposed
model shows better accuracy of 81.02% for the RAVDEES dataset, 84.23%
for the TIMIT dataset and 85.12% for the Emo-DB dataset compared to
Gaussian Mixture Modeling(GMM) and Support Vector Machine (SVM)
Model.
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1 Introduction

In everyday life, Speech Emotion Recognition (SER) based devices play an essential role [1,2]. The
SER technology has been expanded in sports, e-learning, voice search, and even aircraft cockpit call
centers. The main aim of the SER system is to understand the individual emotions of humans [3]. A
highly significant feature of the voice recognition system is the reliance on the human voice, i.e., age,
language, culture, temperament, environment, etc. The primary issue during speech recognition is more
than one emotion expressed in the same vocabulary, so identifying the emotions is very critical [4,5].
There are several traditional methods for feature extraction and classifier implementation models, i.e.,
KNN (K-Nearest Neighbour), GMM, ANN (Artificial neural network), DNN(Deep neural network),
etc. which is used to recognize the emotions from speech but still not optimized [6]. To recognize the
emotions from speech, we have proposed a novel SER model. The proposed SER model can detect
seven emotions: worry, surprise, neutral, sadness, happiness, hate and love [7,8]. While evaluating
the results, the benchmark datasets can be divided into testing and training. Each speech dataset is
transferred through the pre-processing function to extract the necessary function vector for features
from the data. The vector training set is passed on to the correct classifier and the classifier then
forecasts the emotion to validate a model [9]. The identification of speech emotions is carried out in
four significant steps to generate speech-based output, i.e., acquisition, processing, output generation
and the application of the extracted voice feature. The proposed module is mainly essential for the
people treated with social distancing so that the people who are treating them can recognize their
emotional condition and treat them well [10]. The proposed methodology also tends to boost the
accuracy for better performance of speech emotion detection [11–14].

The rest of the paper is organized as follows: Section 2 discusses the work related to emotion
recognition through voice. Further, Section 3 concisely discusses the proposed method and the dataset
details. Further, in Section 4, results obtained by the proposed method have been discussed and
compared with the existing state-of-the-art methods. The last section concludes along with the future
course of action. Let us know more about SER existing systems with their various feature extraction
selection methods and classification algorithms in the following literature survey.

2 Literature Work

Much research has been done in the area of emotion recognition through speech. There are many
traditional methodologies and evaluation parameters, i.e., accuracy, error, time taken, etc., used by
the SER system to recognize the emotion from speech but still exiting methods are the more complex
and computational time taken were high. In this section, the literature survey is done based on the
various parameters, i.e., approach based, evaluation based, results, databases, and conclusions of
various models of SER systems as shown in Tab. 1.
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Table 1: Approach, evaluation, and classifiers of existing SER system

S. No. Author Methodology Results Conclusions Data-bases

Approach Evaluation

1 Yogesh
Kumar
et al. [1], 2019

MFCC,
LPCC,
DELTA,
FFT, PLP
and RASTA

KNN, SVM,
Convolution
neural
network,
Naive Bayes
and RNN

The qualified model
proposed is tested
with a test accuracy
of 76.97% in the
entire file
classification.

Compared to
other models,
DNN models
offer the best
results.

Emo-DB
and LDC
emotional
prosody
speech
database

2 K. Prasada
Rao et al. [2],
2019

SSR, PR MFCC and
MSER

The average
efficiency of the
group is 77%.
Happiness and
disgust (78%) are
feelings with the
highest awareness
rate.

Provides better
efficiency than
the uni-modal
system.

Emo-DB
and Indian
Face
Database

3 Maryam
Imani
et al. [3], 2019

Signal
Processing
and gesture
recognition

E-Learning
Algorithms

It can be used as a
reference for the
emotion detection of
successful tutoring
programs.

It can be used
as a reference
for the emotion
detection of
successful
tutoring
programs.

Science
Direct
database

4 Wei Jiang
et al. [4], 2019

IS10,
MFCCs,
eGemaps

Heterogeneous
Unification
Module

Compared to current
cutting-edge
solutions, 64% of the
proposed
architecture
improves the
recognition
efficiency.

To improve
classification
efficiency, use
the best
multiple and
heterogeneous
features.

IEMOCAP
dataset

5 Nithya
Roopa S.
et al. [5], 2018

Deep
Learning

Inception Net
v3

The precision rate is
reached by
approximately 38
percent.

The highest
accuracy rate
during data
validation is
0.8

IEMOCAP
datasets

6 Youddha
Beer Singh
et al. [6], 2018

MFCC HMM,
KNN, SVM,
ANN and
GMM

The highest
precision of 79.6%
for classifier SVM
and the lowest
accuracy of 54.3%
for classification
ELM.

Even with
different
datasets, SVM
has recorded
the highest
precision.

Emo-DB,
IITKGP-
SESC and
Wizard of
Oz
databases

(Continued)
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Table 1: Continued
S. No. Author Methodology Results Conclusions Data-bases

Approach Evaluation

7 Praseetha
etal. [7], 2018

FFT, MFCC DNN, RNN The accuracy of the
DNN model is
89.96%, and the
accuracy of the GRU
model is 95.82%.

The GRU
model works
very well for
dynamic
grouping
compared to
the DNN
model.

IA database

8 Rahhal
Errattahi
et al. [8], 2018

Evaluation
methods of
ASR

ASR errors
detection and
correction
techniques

A data set consisting
of five separate
English articles of
about 100 words
read by five distinct
speakers represented
about 2.4% of the
proposed technique’s
error rate.

Further work
on the
automatic
correction of
ASR failures is
needed, and
performance
and reliability
issues should
be addressed.

Nil

9 Sneha Lukose
et al. [9], 2017

MFCC and
End Point
Detection

SVM, GMM Provides 76.31%
positive performance
with the GMM
model and 81.57%
accuracy with the
SVM model.

SVM offers
more incredible
accuracy to
extract the
emotion from
the speech
signal.

Emo-DB
database

10 David Griol
et al. [10],
2017

Feature
Extraction
and Selection
Methods

SVM, PNN
and Naive
Bayes

The results show
that all hypotheses
feature classifiers,
including
recognition and
fusion, can be used
at every stage.

Concerning
precision and
training time,
ELM delivered
the best results.

Images
descriptions,
UAH and
Let’s Go
corpus

11 Seyed H.
Mohammadi
et al. [11],
2017

STPK MLSA The average score
for similarities for
top submissions was
defined correctly by
about 70%.

Some health
tests are best
incorporated
to eliminate
listeners who
perform below
a minimum or
inconsistently
output
threshold.

CMU arctic
speech
database

(Continued)
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Table 1: Continued
S. No. Author Methodology Results Conclusions Data-bases

Approach Evaluation

12 S. Lugović
et al. [12],
2016

HCI SER Models Possibly monitor
emotions and
actions in different
social groups by
using emotional
recognition in
speech.

It improves the
efficiency of
social
technology
structures and
the benefit to
the cost ratio is
high as per
computers.

DES, BES
and SUSAS
databases

13 Haihua Jiang
et al. [13],
2017

(KNN,
GMM, SVM)
+INT, PIC,
REA

UDD,
STEDD

A higher level of
precision of 80.30
percent for men and
75.96% for women
and an acceptable
75.00% for men and
77.36% for women.
for women, a good
sensitivity/specific
ratio of 75.00%

The highest
rating result
was shown and
both men and
women had the
best stability.

INT, PIC,
IEA
databases

14 Isidoros
Perikos
et al. [14],
2017

FP, ECV,
ESV, MEC

Ensemble
classifier

The obtained
findings suggest
satisfactory results
concerning the
ability to perceive
the role of emotions
in the text and the
emotional polarity
of the text.

Ensemble
methodology is
an effective
way to
combine
different
classification
algorithms
with helping
classify textual
emotions.

WordNet
database

15 Pavol Partila
et al. [15],
2014

MFCC GMM, KNN
and ANN

Increased accuracy
after training

These three
classifiers have
shown the
highest
understanding
of emotional
indignation.

Emo-DB
database

Kumar (2019) et al. [1] obtained an accuracy of 76.98% over the entire classification and concluded
that the DNN model provides the best performance compared to other models. In the same year,
Prasadarao et al. [2], Imani et al. [3] and Jiang et al. [4] also worked on SSR signal processing, gesture
recognition and MFCC models with various evaluation parameters based on MSER (Maximally
stable extremal regions) e-learning algorithms resulting in 77% overall classification success on joy
as well as disgust emotions. In 2018, Errattahi et al. [6], Singh et al. [7] and Praseetha et al. [8]
and worked on MFCC (Mel-frequency cepstral coefficients), FFT(fast fourier transform) and while
evaluating the methodology, the highest accuracy achieved 79.6% and the lowest accuracy got
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54.3%.Another evaluation parameter, i.e., the error rate, was evaluated using the proposed method
on a benchmark database. In contrast with existing state-of-the-art solutions, architecture proposed
in other strategies improves recognition effectiveness by 64%. In 2017 Lukose et al. [9], Griol et al. [10],
Mohammadi et al. [12] used MFCC, endpoint detection feature selection methods i.e., SVM, ANN,
Naive Bayes for SER modules. Finally, 76.31% of devices used the GM model and overall accuracy
improved by 1.57% using SVM models. In 2016, Lugovic et al. [13] tested SCR models using HCI
(Human-Computer Interaction).

Many authors have worked to improve the performance of the SER based models and but still
there is a room of improvement [16–23]. The author concluded the possibility to monitor emotions
and actions in different groups by using the emotion recognition module [24–28]. This literature survey
formulated the proposed approach with improved overall accuracy.

3 Proposed Methodology

The proposed methodology is wholly based on a multilayer neural network SER system [14–17].
The central aspect of the SER system is to recognize the speech emotions where the speech is given as an
input to the system. After that, the multilayer neural network automatically makes feature extraction
and selection. The entire proposed work of the speech recognition system is discussed step by step in
the proposed algorithm, as shown in Fig. 1.

1 Beep 
Sound

Raspberry
PI

Start

Initialization of Voice 

Feature Extract and Selection characteristics

Classification

Recognition of Emotion
Buzzer output 
according to 

Emotions

Calm Happy Sad Disgust

If the Emotion is Yes

No

Switch 
on the 
LED

2 Beep 
Sound

3 Beep 
Sound

Figure 1: Flow chart of smart assistant based on SER

3.1 Voice Acquisition

In the first step of speech recognition, is voice sample has been taken from benchmark datasets
for further process.

3.2 Feature Extraction and Selection

Feature extraction is a process of extracting the characteristics of the input sample to perform the
classification task. In this model, the novel algorithm has been proposed and Mel Frequency Cepstral
Coefficients is used in the speech recognition system for feature extraction. MFCC generates a discreet
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cosine transformation (DCT) of a natural short-term energy logarithm on the Mel frequency scale as
shown in Fig. 2 and also specifies no of output samples that are considered for trainable parameters
from a dataset. There are some advantages of choosing the functionalities and benefits of performing
role selection before designing the data of MFCC.

Figure 2: Features extracted based on NN

• Eliminates over fittings.
• Enhances Accuracy: Modeling accuracy increases with less misleading results.
• Reduces training time: Fewer data points increase the algorithm complexity and learn quicker

algorithms.

C [n] = x∧[n] + x∧[n]
2

(1)
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where C[n] is real ceptron and x[n] is the real input signal

The extracted features are considered validation points to calculate the SER model’s accuracy,
time, and error rate. The Classifier is implemented to classify the emotions in speech after feature
extraction and collection of voice samples so that the functions of the classifier understand the feelings.
The emotions are categorized and remembered by training the dataset of various audio files for SER.

3.3 Classification

The key and most important classification aspect is the Multilayer Perceptron (MLP) classifica-
tion, which we used for our SER module. Multilayer Perceptron is an artificial neural feed-forward
(ARN) type that consists of 3 node layers: one input, one hidden and one output layer, as shown in
Fig. 3. According to Fig. 3, the input layer values are denoted as x1, x2 . . . . . . xn output layer values
as y1, y2 . . . . . . yn, and hidden layer values as h1, h2 . . . . . . hn. Each layer is fully connected to the next
with the activation function forward feeding. We evaluate it based on the following equations. For
each training sample, d, do: Propagate the input forward through the network and calculate network
output for d’s input values. Propagate the errors backward through a neural network and for each
network output unit j

δj = Oj.
(
1 − Oj

) ∗ (
tj − Oj

)
(2)

Figure 3: Neural network of MLP

For each hidden unit j

δj = Oj.
(
1 − Oj

) ∗
∑

δk.Wjk (3)

Update weights (wji) by back-propagating error and using learning rule

Wij (new) = �Wij + Wij (old) ; where �Wij = η.j. Oi (4)
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where �w=Predicted desired output, d=The learning rate is usually less than 1, η=Input data. After
summation of the input values substitute the value in the sigmoid function

Sigmoid f(x) = 1
1 + e−s

(5)

MLP uses a supervised training method for backpropagation characterized by linear perceptron
multi-layered and non-linear activation functions. MLP cannot linearly separate distinguishable
information, but this process is evaluated in real-time. The training data is stored in the target folder
as an audio sample format compared with the input data. MLP recognizes the emotion based on the
previous outcomes to improve the accuracy by learning rate (0.9) from the previous data, as shown in
Fig. 4. The algorithm recognizes the emotion as previous when similar binary data is found. If not, it
stores the input data and learns from it. In our proposed methodology, we trained our dataset based
on voice modulations of the speaker, voice input and prediction sentences, as shown in Fig. 5.

H

H

X1=1

X2=0

X3=1

=-0.3
=-0.4

=0.1
=-0.5

=-0.4

=0.2

=0.1

=0.2

=0.2

=-0.3

=-0.2

Figure 4: Training of the input values based on MLP

In this way, the MLP-based neural network predicts emotion based on the input audio signal and
a few output samples on various emotions are shown in Fig. 6. The neural network’s performance
depends on the number of layers concealed in the network. As the number of hidden layers’ increases,
predicting emotions will increase and help the neural network recognize emotions more accurately. Our
neural network consists of 17 hidden layers that analyze speech characteristics based on the extraction
and selection process. After the classification is done, we can recognize the following seven emotions
based on the ANN by giving samples of voice messages, as shown in Fig. 6.

3.4 Hardware Module

The proposed module receives the input data through a microphone, and output is observed in the
form of alerts created by a buzzer and LED’s to the user, as shown in Figs. 7a and 7b. Firstly, hardware
components are used as raspberry pi3 model B+, which looks like a small card-sized electronic
board, monitor/system as a screen to show efficiency [18,19]. A compilation of code & display results,
statements & to start the process, connecting cables to connect the system to raspberry pi3 & buzzer
and LED and interface with raspberry, mic for the real-time speech recognition with high quality,
wires, raspberry and for a system power supply should be connected or if laptop no need of extra
power supplier.
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Figure 5: PSEUDO code

Here we used python version 3.8.3 software as it was advanced and better. This software was
inbuilt in the raspberry PI and is worked by using a VNC viewer (Virtual Network Computing). The
program of speech and recognition will run in this VNC viewer software. This VNC viewer gives a
cryptographic representation of your pi and we use SSH (Secure Shell), which is standard to support
encrypted data transfer between two computers and gives access to the pi via terminal [20,21].

4 Experimental Setup and Database

All tests were performed on Python 3.8 using Intel Core I5 system specification, 8 GB RAM,
RADEON Graphics Card, etc. This software was inbuilt in the raspberry PI and is worked by using
a VNC viewer (Virtual Network Computing). The program of speech and recognition will run in this
VNC viewer software. The entire proposed module works on speech emotion recognition where the
input is given through a microphone and output is observed in the form of alerts created by peripherals
as assistants for the user. The main component in the module is raspberry Pi which carries the complete
control of the module and will assign work to each peripheral and give a response according to the
speech input is given to the system.
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Figure 6: Sample images of the outputs of recognizing the emotions (Sadness, Worry, Happiness,
Surprise, Love, Neutral, Hate) based on the audio signal where the x-axis represents the period taken
to record the audio signal and the y-axis represents the frequency of speech signal in decibels (DB)

Figure 7: (a) Complete hardware setup (b) Smart assistant kit

4.1 Standard Datasets

For evaluation of the proposed work, three benchmark datasets were used, i.e., RAVDNESS,
TIMIT Corpus and Emo-DB and description of all three datasets as shown in Tab. 2.
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Table 2: Details of benchmark datasets

Sr. No. Dataset Name Remarks

1 RAVDNESS RAVDESS contains 7356 files (total size: 24.8 GB). Datasets
consist of 24 professional actors (12 females and 12 males).
Speech includes expressions of calm, happiness, sad, anger,
fear, surprise, and disgust expressions.

2 TIMIT Corpus TIMIT contains broadband recordings of 630 speakers of
eight significant dialects of American English, each reading
ten phonetically rich sentences.
The TIMIT corpus includes time-aligned orthographic,
phonetic and word transcriptions, and a 16-bit, 16 kHz
speech waveform file for each utterance.

3 Emo-DB EMO-DB is another database used in our project for
comparing accuracy with our database.
It contains about 500 utterances spoken by actors in a happy,
angry, anxious, fearful, bored and disgusted way, as well as a
neutral version.
You can choose utterances from 10 different actors and ten
different texts.

4.2 Evaluation Parameter

As we already mentioned, the proposed module evaluated the various parameters, i.e., Accuracy,
Error Rate and Time Taken, on three benchmark datasets.

4.2.1 Error Rate

• Word Error Rate (WER) · = C
N

for discrete speech, (6)
N − (1 + D + S)

N
for continuous speech.

· Authentication Accuracy (AA) = SA
TA

(7)

where SA is the number of successful authentication attempts and TA is the total several
authentication attempts.

· Command Error rate (CER) = CC
TC

for commands with no attribute (8)
CC + CA
TC + TA

for commands with attribute (9)

where, TC is the total number of commands issued.

CC is the number of correctly carried out command’s beta software.

CA is the total number of attributes correctly interpreted by the software.
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TA is the total number of attributes issued.

· Rejection rate (RR) = NRR
TRR

(10)

where NRR number of rejected unwanted sounds.

TRR total number of unwanted sounds that should be rejected.

• Accuracy testing for varying sound pressure level values (SPL)

SPLvariance = WER2 + AA2 + CER2 + RR2

WER1 + AA1 + CER1 + RR1

= T2A
T1A

(11)

where T2A is the accuracy-test at a greater distance.

T1A is the accuracy-test at a short distance.

• Accuracy testing for wearing signal to noise ratios (SNR)

SNRvariance = WER3 + AA3 + CER3 + RR3

WER1 + AA1 + CER1 + RR1

= T3A
T1A

(12)

T3A is the accuracy test with background noise.

T1A is the accuracy test without background noise.

4.2.2 Accuracy

• SPAB (Speech Processing Accuracy Benchmark)

T1A + SPLvariance + SNRvariance (13)

4.2.3 Time Taken

Time Taken is calculated based on the output generated after the compilation of the proposed
methodology is shown in Fig. 8.

5 Results and Discussion
5.1 Results

The total no of speech samples acquired by the standard databases consists of various male and
female voice samples. The MLP based proposed work classified them based on emotions: worry,
surprise, neutral, sadness, happiness, hate, and love, as shown in Tab. 3. Here we have used all three
datasets for training and testing. The K-fold cross-validation technique was used in our module.
During testing of the module, the trained data is saved in .csv format, which is 70% and testing data
which is 30% of total samples of all datasets based on test train and split validation technique.
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Figure 8: Emotion recognized within time

Table 3: No of samples based on TIMIT, Emo-DB and RAVDESS datasets

Emotions Number of Speech Samples

Emo-DB TIMIT RAVDESS

Hate/Anger 127 91 1052
Worry 81 63 1073
Love 46 76 1093
Surprise 69 118 1085
Happiness 71 102 1021
Sadness 62 83 1029
Neutral 79 97 1003
Total 535 630 7356

5.1.1 Software Part

In our proposed methodology, using MLP classifier, the overall efficiency increased inaccuracy,
time taken and the error rate reduced. The recognition rate was acquired as 81.02% for the RAVADEES
dataset, 86.71% for Emo-DB and 84.23% for the TIMIT dataset as shown in Tab. 4 and graphical
representation of our proposed work on three benchmark datasets are shown in Fig. 9. The error rate
is calculated using equation six and the result acquired is a decrease of error rate by 19.79% for the
RAVDEES dataset, 15.77% for the TIMIT dataset, and 14.88% for the Emo-DB dataset. Similarly,
the time taken is also evaluated from the output sample as shown in Tab. 5, which 5.13 s decreases for
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the RAVDEES dataset, 3.62 s for the TIMIT dataset and 0.01 s for the Emo-DB dataset. After the
precise analysis of the results, it is established that the proposed model is giving better results than the
existing state-of-art-methodology and could be a big boon for human life.

Table 4: SER accuracy based on the SPAB score in (%)

WER AA CER RR SPL SNR SPAB Accuracy (%)

EMO-DB 0.9642 1 0.966 0.87 0.942 0.959 5.173 86.2
TIMIT 0.9464 1 0.9 0.75 0.912 0.955 5.124 85.43
RAVDESS 0.9136 0.933 0.889 0.625 0.862 0.891 4.812 80.21
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100

[15] [9] Proposed [6] [1] Proposed [9] [10] Proposed

RAVDESS TIMIT Corpus Emo-DB

Error Rate (%)

Time (sec)

Accuracy (%)

Figure 9: Comparison of accuracy with the state-of-art- methods (%)

Table 5: Comparison of accuracy with the state-of-art- methods (%)

Dataset Reference Methodology Error Rate (%) Time (sec) Accuracy (%)

RAVDESS [15] GMM 61 9.31 39
[9] SVM 23.68 7.35 76.32
Proposed MLP based on

ANN
19.79 5.13 81.02

TIMIT Corpus [6] GMM 45.39 6.82 54.61
[1] SVM 22.07 4.32 77.93
Proposed MLP based on

ANN
15.77 3.62 84.23

Emo-DB [9] GMM 23.18 0.32 76.82
[10] SVM 17.7 0.19 82.30
Proposed MLP based on

ANN
14.88 0.01 86.71
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5.1.2 Hardware Part

After recognition, when the output comes under these recognitions, i.e., sadness, worry, hate and
love the buzzer is used as an alert assistant. The recognition of emotions is categorized based on
the number of beep sounds made by the buzzer. If the emotion is recognized as love, the buzzer
sounds one beep, two beeps for worry, three beeps for hate, and four for love. When the emotion
is recognized as happiness and surprise, the green LED glows, and the white LED glows to detect
neutral emotion. This hardware component helps the people who are kept alone for social distancing
to avoid contagious infections and also the staff who are treating the patient could monitor the
patient’s emotional condition and treat him well. In this way, buzzers and LEDs alert the following
emotions, as shown in Fig. 7. When the proposed module cannot recognize the emotion from speech,
the system will display a message that it could not recognize speech then automatically; the system
goes to recording mode.

5.2 Discussion

From the deep analysis of the proposed module, results show that the GMM model produces an
accuracy of 36%, 54.61% and 76.82% and when it comes to SVM Model, which gives 76.32%, 77.93%
and 82.30% for RAVDEES, TIMIT and Emo-DB datasets. The other evaluation parameters, error rate
and time, is taken were mentioned in Tab. 5. Many authors have worked on the same dataset and used
various evaluation parameters per the analysis. In the RAVDESS dataset GMM method has produced
a higher error and the proposed method has made minor errors comparatively, which is 4% less than
the existing one. At the same time, execution time is also reduced by 2.22 s and accuracy is improved
by 4.70%, which is a good improvement in accuracy and time. Comparative analysis is performed on
the TIMIT Corpus dataset and again, GMM has produced the highest error rate of 45.39% and at the
same time, the proposed method has reduced the error rate by 6.30% execution time is reduced by 0.70
s which does not show the significant difference between the existing and proposed methodology. But
at the same time, accuracy is improved by 6.30%. Emo-DB is also used for the performance analysis
of the proposed methodology and once again GMM method doesn’t perform well and produces a
higher error rate. The error rate is decreased by 2.82% using the proposed methodology. Execution
time is not improved much through the proposed methodology, but still, it shows some improvement.
The accuracy is also enhanced by 4.41% and it’s a good improvement. Finally, we can conclude that our
proposed work outperforms all three benchmark datasets. As emotion recognition through speech is a
growing and exciting area of research, it could be helpful for human beings in many ways. The proposed
method assists the people through LED alerts and buzzers. The key elements for the implementation
of Speech Emotion Recognition (SER) are voice processing, and once the emotion is recognized, the
machine interface automatically detects the actions by Buzzer and LED. But still, there is a scope
of improvement in terms of accuracy because, as of now, we have achieved the highest accuracy of
86.71%. Hence accuracy can be improved in future work.

6 Conclusion and Future Scope

In this paper, proposed methodology provides a better result for the speech emotion recognition
system over the seven emotions by MLP classification for all benchmark datasets which are considered
for the research. While analyzing the results, it is observed that the MLP classifier has a high accuracy
rate as compared to other state-of-art-method for detecting emotions from the speech signal. This
proposed methodology leads us to conclude that speech recognition plays a vital role in better
supporting individuals than other speech aids. In addition, the proposed module can help us to track
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our loved ones and at the same time we can alert them. This will be a small contribution to us to our
present situation of corona virus and its victims, where it could monitor the health condition of the
people by maintaining social distance and provide better support to the people, alerts them through
buzzer and LEDs which should be located in the audible and visible range.

In future, model could be trained and tested with real-time datasets to improve the performance of
the system. Including camera modules and other peripherals could make the proposed methodology
more efficient to serve people and it could also use in the defense for security purpose.
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