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Abstract: The development and use of Internet of Things (IoT) devices
have grown significantly in recent years. Advanced IoT device characteristics
are mainly to blame for the wide range of applications that may now be
achieved with IoT devices. Corporations have begun to embrace the IoT
concept. Identifying true and suitable devices, security faults that might be
used for bad reasons, and administration of such devices are only a few
of the issues that IoT, a new concept in technological progress, provides.
In some ways, IoT device traffic differs from regular device traffic. Devices
with particular features can be classified into categories, irrespective of their
function or performance. Ever-changing and complex environments, like a
smart home, demand this classification scheme. A total of 41 IoT devices were
employed in this investigation. To build a multiclass classification model, IoT
devices contributed 13 network traffic parameters. To further preprocess the
raw data received, preprocessing techniques like Normalization and Dataset
Scaling were utilized. Feature engineering techniques can extract features
from the text data. A total of 117,423 feature vectors are contained in the
dataset after stratification, which are used to further improve the classification
model. In this study, a variety of performance indicators were employed to
show the performance of the logiboosted algorithms. Logi-XGB scored 80.2%
accuracy following application of the logit-boosted algorithms to the dataset
for classification, whereas Logi-GBC achieved 77.8% accuracy. Meanwhile,
Logi-ABC attained 80.7% accuracy. Logi-CBC, on the other hand, received
the highest Accuracy score of 85.6%. The accuracy of Logi-LGBM and Logi-
HGBC was the same at 81.37% each. Our suggested Logi-CBC showed the
highest accuracy on the dataset when compared to existing Logit-Boosted
Algorithms used in earlier studies.
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1 Introduction

The IoT is predicted to have a substantial impact on the success of 92% of businesses by end 2021.
Businesses consider the IoT concept to be the most challenging to implement. Among the challenges
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that must be addressed are those related to security, privacy, cost, and regulatory issues. The studies of
[1,2] involving 1,430 firms found that 95% of IoT users acknowledge the various advantages provided
by the concept (small, medium, and big).

Gartner predicted that the IoT concept would be the most commonly employed in smart building
environments before 2017, as determined by the number of devices put in smart buildings prior to
2017. Following 2017, the smart home idea had more IoT devices than any other field. According to
[3], thorough information on IoT device represented by application sectors is available.

The smart home concept has been shown to have the most on-premise IoT devices (822.6 million)
in comparison to other applications. It has been projected that the industrial IoT concept (expected
to increase by 23.4%) will show tremendous growth in IoT application area by 2021 i.e., at 19.6%
each year. IoT devices must be classified for a variety of reasons. An IoT device that fails to work as
anticipated or is working in unexpected ways, as discussed in this article, may be a signal of security
issues in the system, rendering the crucial need to identify precisely the IoT devices in a specific context
and setting [4].

In IoT environments, traffic control and network capacity can benefit from the identification and
classification of both novel and unfamiliar devices.

The IoT technology allows for the connection and remote monitoring of devices using the Internet
[5]. This concept has evolved dramatically in the past years, and is now being used in a variety of
disciplines, including smart homes, telemedicine, and industries. Sensor technologies for IoT provide
a global connectivity of smart devices with expanded capabilities [6]. A wireless home automation
network made up of sensors and actuators with sharing resources and connection to one another
is essential for constructing intelligent homes [7]. The IoT paradigm includes an “intelligent house”
which aims to include home automation [8,9]. Fig. 1 displays an intelligent home with multiple IoT-
connected utilities.

Figure 1: Intelligent smart with different IoT devices connected
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Among the most appealing features of home automation systems is their ease of use with a
variety of devices, such as smartphones, laptops and desktops, tablets, smart watches, and voice assis-
tantsHome automation systems have several benefits: they improve safety by managing equipment
and lighting, protect the home by using automatic door locks, increase awareness by using security
cameras, improve convenience via temperature adjustments, save time and money, and regulate them.
Currently, the shipment of IoT-based Home Automation constituents has grown in range, as illustrated
by Fig. 2:

Figure 2: IoT based smart home automation industry sales

The IoT has now become increasingly essential in different commercial fields. The most significant
barriers to enterprise adoption and utilization of the IoT idea are security, privacy, price, and
regulatory issues [10,11].

In a study involving 1,430 small, medium and by companies, 95% of IoT users see many benefits
of the. As a result, 53% of the respondents believe that implementing the IoT concept in business has
considerable benefits. Simultaneously, 79% felt that employing IoT allows them to achieve positive
outcomes in many work areas. Gartner asserted that based on the usage volume of IoT devices, the IoT
concept was most commonly applied in smart buildings until 2017. After 2017, more IoT devices are
used in smart homes as compared to other areas. The study by IHS Markit helps to better understand
how individual applications reflect IoT devices [12].

In comparison to other applications, the smart home concept records the highest number of
installed IoT devices i.e., 822.6 million [1], and the industrial IoT concept (CAGR 23.4%) is anticipated
to be the most rapidly growing areas of IoT application by 2021, at 19.6% CAGR for smart houses
[13]. The categorisation of IoT devices is important for various reasons. Illegal or unapproved IoT
devices, undesirable devices, devices which fail to work as planned, and potential security issues can
all be recognized via effective IoT device identification in a specific circumstance or setting. In IoT
scenarios, the identification and classification of novel and unfamiliar devices can aid traffic control
and network capacity.

Given the foregoing, it is anticipated that an effective categorization model for IoT devices can
be created according to the characteristics of the traffic flow generated. A classification model will be
built using an ensemble-supervised machine learning method that can assign IoT devices to specified
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classes based on the value their traffic flow values. This study focuses on individual devices. In rapidly
changing, dynamic, and diverse settings like the IoT, this approach is inefficient.

As a result, the research presented in this paper is unique, allowing researchers to identify unknown
classes of IoT devices according to the pattern of the network traffic. We aim is to generalize the
problem and create a solution that is specific to the IoT ecosystem. IoT devices do not need to be
inspected individually to solve problems like managing IoT devices, detecting network anomalies
caused by IoT devices, or determining if an unauthorised IoT device is on the network. For this
purpose, one would need a classification model that can match previously unidentified devices to
generic behavior patterns. Based on the findings, more devices were observed for a longer period of
time and more data was gathered, an innovative method of classifying IoT devices was applied, and
the proposed classification model produced better results. The resolution towards the aforementioned
problems is guided by the study objectives below:

• To identify IoT-related assaults and anomalies in a Smart Home
• To design new ensemble-based hybrid machine learning classifying models namely the LogiXG-

Boost Classifier, LogiGradientBoost Classifier, LogiAdaBoost Classifier, LogiCatBoost Clas-
sifier, LogiLGBoost Classifier, and LogiHistGBoost Classifier for predicting assaults and
anomalies in IoT-based Smart Homes in order to preserve privacy and security.

• As far as we are aware, no other comparative study has been conducted based on Logit-Boosted
algorithms for the detection of attacks in Smart Home-based IoT Devices.

2 Literature Review

This section presents a brief summary of prior state-of-the-art machine learning-based strategies
for preserving the privacy and security of smart homes using IoT devices.

In this paper, Li et al. [14] propose a method for detecting IoT security. The system’s main
functions are carried out through supervised learning, which is utilized to classify harmful traffic and
identify different attack types. Furthermore, the authors provide a simple feature selection method
that compares the two functions using only a few characteristics. This method allows for the automatic
extraction of 29 and 9 features out of 88 features, with the resulting system demonstrating tremendous
accuracy rates of 98.7% and 98.99% in classification studies. Even with limited characteristics, this
method has been proven to be highly accurate.

For smart houses, Anthi et al. [15] designed a three-layered Intrusion Detection System (IDS). On
IoT networks, a three-layer IDS detects a number of common network-based cyber-attacks. When an
attack happens, the system performs three key tasks: 1) categorizing and profiling all IoT devices linked
to the network, 2) identifying malware on the network, and 3) classifying the type of attack. The system
is evaluated using an 8-device smart home testbed. Denial of Service (DoS), (Man-in-the-Middle)
MITM/Spoofing, Reconnaissance, and Replay are the four basic network attack categories used to
evaluate an IDS design. The system is also put through its paces in four multi-stage assaults with
convoluted event sequences. The three basic processes of the system each perform at 96.2%, 90.0%, and
98.0%, accordingly. In this scenario, a network-connected IoT device effectively identifies an attack,
and the recommended design instantly differentiates between malicious and benign network traffic.

For IoT networks, a hybrid feature selection engine which only picks the most essential features
and a Random Forest method to categorize the normality or abnormality of the traffic is used in the
article [16]. IoTID20, a novel IoT anomaly detecting dataset, was used to evaluate the results. The
proposed method accurately detects DoS (99.95%), MITM (99.97%), and Scanning (99.96%) attacks.
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Flow-based features can be used to identify an IoT device in this study [8] The precision, recall,
and F score of a full features dataset, reduced features dataset, and flow-based features dataset are all
100%. We show that the proposed model can accurately categorize IoT devices using our dataset.

Within a small IoT network dataset, Sahu et al. [17] showed the ability of the classifiers in
distinguishing harmful behaviors with non-malicious ones. Furthermore, given increasingly large
datasets, the classifiers can also differentiate between the two aforementioned behaviors. Experiments
have demonstrated that accuracy, detection likelihood, and rate of false alarms have all improved with
time. In the aspect of performance, accuracy scored 99.9%, detection likelihood scored 99.8%, and
rate of false alarms scored 0%. This paper also shows the way the classifiers enhance performance as
the training datasets become greater.

Two machine learning classification models are used in this study [17], of which results are then
compared. Neural networks and logistic regression are utilized as classification algorithms. As there
are approximately 3.5 lakh datasets, two separate approaches are examined. When using the aforesaid
approach, the complete 3.5 million dataset is used; but when using other algorithms, the feature “value”
is excluded. In the training set, 75% of the total data is used, whereas 25% is utilized in the testing set.
An Artificial Neural Network (ANN) delivers 99.4% precision in the first situation, but the technique
mentioned above provides 99.99% precision.

Aivodji et al. [18] introduced IOTFLA, an innovative smart home design integrating combined
learning and secure data aggregation, with a focus on security and privacy.

Reference [19] used a set of rules table and manually classified some of the data gathered via
conventional smart home IoT, including door and window opening and closing, motor starting and
stopping, system connection and interruption, time for conveying every data to label, and finally model
classifying, building and training using the Support Vector Machine (SVM) algorithm.

Reference [20–22] presented the initial prediction of an intrusion detection system (IDS), using
Extreme Learning Machine and Artificial Immune System for detecting anomalies in the smart home
network (AIS-ELM). AIS utilizes clonal algorithm for optimizing the input parameters to improve
the identification of abnormal activities, whilst ELM investigates the input parameter. Along with a
push notification system, this strategy enables the home network gateway to alert the owner about
anomalies occurring in the network and to immediately take necessary measures.

Reference [23,24] constructed a smart home system with the ability to record offline and online
attendance as well as detect offenders via an image recognition algorithm. Due to significant shifts in
life caused by the pandemic, most previously offline jobs and services are now going online, with rapid
digitization in the fields of education, home automation, and security. This may serve as a realization
for many emerging fields.

The Alibaba Elastic Compute Service (ECS) has been used for simulating a smart home system in
[25–29]. Edge computing technologies were used for the hardware architecture. Methodology wise, a
clear classifier was used for distinguishing regular codes from mutated ones. It is usable for detecting
mutated codes in the network. The dataset vector was used for categorizing them as either positive
or negative; it was found that the Radial Basis Function (RBF)-function SVM algorithm showed the
best performance. The study boosted the ability to detect network security issues in IoT systems and
extended the application of machine learning.

Majumder et al. constructed a smart home-based IoT security system. A NoIR Pi Camera Module
was used to enable a Raspberry Pi to function as a security system for taking movie and photo footages.
Motion is detected via the PIR Motion Sensor. With the motion sensor data and photos captured via
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the NoIR Pi Camera Module, the researchers proposed the projection of security alerts utilizing the
facial recognition classification introduced in our method. Users can be alerted of emergencies using
this technology. This system can also identify security issues at 95.5% accuracy with 91% precision.

Using a classified DS2oS traffic traces dataset, a comparison is drawn between the performances
of an ensemble machine learning model and a classical learning strategy for the detection of attacks
and anomalies. The results derived from the anomaly detection can be optimized by merging the
most effective models via the AdaBoost ensemble learning as performed by Khare et al. [1]. This
study delineates the training process and the various evaluation models and metrics. Reference [30–
32] combined the dynamic surface control (DSC) and minimal learning parameter (MLP) utilizing
neural network approximators towards creating a smart home adaptive neural controller for ensuring
security.

A machine learning model can be performed in a decentralized way by the blockchain utilizing a
number of nodes performing certain computations. IoT device user modifications are possible with the
usage of our technology in IoT-based smart homes. Singla et al. [33] extracted user activity rules from
the devices’ logs using the distributed association rule mining algorithm. Using Ethereum blockchain-
based tools, the system’s architecture is delineated and system simulation is carried out.

Reference [34] Created a novel smart OPH system with lower intrusion and higher cost effec-
tiveness whilst examining each user’s life cycle. This method utilizes cost effective IoT devices for
capturing non-intrusive home-based user and environmental data [35]. It then identifies the user’s
day-to-day actions. Ultimately, it quantifies the user’s day-to-day cycles and offers useful advice for
healthy living. Tab. 1 presents the comparison between past state-of-the-art works in the aspect of the
accuracy of their machine learning classification models:

Table 1: Comparative analysis of previous studies

Reference Dataset Techniques Outcomes Accuracy

Spanos et al. [3] IoT based SH dataset Supervised learning
methods

Anomaly detection in
Smart Homes (SH)

81%

Ali et al. [36] IoT based SH dataset OCTAVE methodology Cyberattack detection 80%
Lei et al. [37] IoTID20 Random forests DoS and MITM 81.04%
Awan et al. [38] IoT network Machine learning models False alarm detection 84%.
Hoque et al. [39] NoIR based IoT

security system dataset
Machine learning models Security danger

detection
80.67%

3 Methodology

In this section, a detailed explanation of the dataset, technique, and evaluation measures is
presented. Normalization and Scaling of Dataset are the pre-processing techniques used on the
raw data obtained. Features extraction from the text data is done by utilizing feature engineering
algorithms. Machine learning methods are used for assessing the model’s performance based on the
pre-processed data.

Fig. 3 shows the three phases in this study and their respective events. The first phase entails the
construction of the research questions and the lab preparation. The dataset contains both primary
and secondary data. The second phase entails the classification of the IoT devices. Using the Cu
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index in the pre-processing step, features design and data adjustment are conducted (entailing null
and category values). Following the balancing of the dataset, the third phase entails the construction
of the classification model. The ensemble supervised machine learning approach is used for building
the model. Measures including confidence matrix, accuracy, True Positive Ratio, False Positive Ratio,
F-measure, and others are used for evaluating the model’s performance.

Figure 3: Proposed framework

3.1 Phase 1 (Data Collection Phase)

This phase entails the gathering of data from kaggle.com, an open source site. The dataset contains
a number of independent variables and one dependent (outcome) variable. The primary dataset has
103.pcap files inclusive of all network activities. Meanwhile, 144 network traffic files are contained
in the secondary dataset as produced by a variety of SHIoT devices, inclusive of 41 files with similar
format to that of the primary dataset. This demonstrates the actual network traffic. All the data in the
144 files is representative of the web traffic volume produced for a certain day. Tab. 2 presents a list of
the device categories, identifying whether the power supply is primary or secondary.

Table 2: Categorical distribution of devices

Device name Source Category

Phillips hue starter kit 2xe26 Primary Comfort and lighting
Phillip hue starter kit 4xe26 Secondary Comfort and lighting
Wiz colors esp_0531f3 Primary Comfort and lighting
Wiz colors esp_0506b0 Primary Comfort and lighting
Light bulbs lifx smart bulb Secondary Comfort and lighting
Withings aura sleep tracking mat Secondary Comfort and lighting
Google chromecast Primary Home entertainment
Invoxia triby speaker Secondary Home entertainment
Pix-star photo-frame Secondary Home entertainment

(Continued)
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Table 2: Continued
Device name Source Category

Amazon alexa dot Primary Home entertainment
Amazon alexa echo Secondary Home entertainment
Google home mini Primary Home entertainment
Tplink smart plug hs110 Primary Control and connectivity
Tplink smart plug hs105 Secondary Control and connectivity
Mystrom switch Primary Control and connectivity
D-link dsp-w245 plug Secondary Control and connectivity
D-link dsp-w115 plug Secondary Control and connectivity
Ihome power plug Primary Control and connectivity
Belkin wemo switch Primary Control and connectivity
Samsung smart things Secondary Control and connectivity
Blipcare blood pressure meter Secondary Control and connectivity
Awair air quality monitor Secondary Control and connectivity
Iroobot roomba 896 Secondary Smart appliances
Iroobot roomba 895 Secondary Smart appliances
Withings body Secondary Smart appliances
Smartwares c923ip camera Primary Security
Blink xt2 camera Primary Security
Canary view camera Secondary Security
Netatmo welcome camera Secondary Security
Tplink day night cloud nc220 camera Secondary Security
Samsung smartcam Secondary Security
Nest dropcam Secondary Security
Belkin netcam camera Secondary Security
Insteon hd wifi camera Secondary Security
Withings smart baby monitor Secondary Security
Belkin wemo motion sensor Secondary Security
Nest protect smoke alarm Secondary Security
August doorbell cam Secondary Security
Ring video doorbell Secondary Comfort and lighting
Netatmo smart thermostat Primary Energy management
Netatmo smart weather station Secondary Energy management

The variables’ standard deviation as well as minimum and maximum values are identified entailing
the quantity of gathered packets, file size, total data gathered, average data transfer rate, and average
packet size for every logical component. On top of that is the mean calculation. The aforementioned
metrics are representative of the data’s characteristics. Based on the examples, the secondary dataset
is shown to possess lower average packet size or higher overall size as compared to the primary
dataset. The IoT devices’ datasets and attributes are highly heterogenic and diverse. Tab. 3 presents
the properties of the primary data. All the information represents the overall quantity of files, traffic
packets, and data bytes gathered within the 24 h. The file size and traffic volume (gathered data) are
affected by the network traffic collection method (Wireshark).
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Table 3: Description of metrics

Metric Description

Accuracy Accuracy = (TP/ ((TP + TN))) ∗100
True-Positive (TP): the feature result is 1 and sample is present in this data file.
True-Negative (TN): the feature result is 0 and sample is absent in data file.

Confusion matrix

3.2 Phase 2 (Data Analysis)

In this phase, the raw data is collected. The gathered data is then cleansed by omitting duplicates,
null values, and others.

3.2.1 Feature Engineering

Feature Engineering entails the leveraging of the data from a certain domain with the aim of build-
ing learning machine functions. It entails raw data analysis and transformation into machine-learning
formats via the extraction of key attributes. This study uses a correlation matrix for determining the
variables’ correlations. The construction of the SHIoT device categorization model entails the usage
of single traffic filtering and a pcap file built via the device’s MAC address. The device’s IP address
given by DHCP (Dynamic Host Configuration Protocol) servers may demonstrate periodic changes
therefore making it an unreliable feature for filtering traffic to a single device. Each of the 41 SHIoT
devices’ traffic characteristics incorporated in this study undergoes traffic flow monitoring. Traffic
flow categorization is conducted by grouping packets with the same source, destination addresses, and
communication ports and Transmission Control Protocol (TCP) or User Datagram Protocol (UDP).
Based on the packet header’s amassed (statistical) data, traffic flow is observed whilst the analysis
level depicts the source and destination communication. Packet-level traffic analysis requires greater
processing power and storage size for data storing and analysis. The traffic flow volume and amount
of packets sent by Google Chromecast (the device under study) within the 24-h period is found to be
correlated.

3.2.2 Calculation of Index Feature

The ability to predict the behavior of IoT devices has been made possible by studies on the
communication activities of IoT devices. As SHIoT devices have restricted abilities, the prediction of
their behavior is highly probable over a certain period. Very few applications can be used on non-IoT
connected devices. Meanwhile, IoT devices only depend on the end-users for communication-related
activities. Consequently, SHIoT devices are predictable via the index of IoT device predictability
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(Cu index) over a certain period. An index (Cu) that approximates 0 becomes even more predictable,
with lesser distinction from the amount of data received and delivered. The index feature can be
calculated as:

Cu = Cvaru

√
1

N−1

∑N

i=1 (xi − xi∗)
2

1
N

∑N

i=1xi

(3.1)

3.2.3 Data Preprocessing

The transformation of raw data to be usable is a key step in data mining. Behavior and pattern-
wise, our data is typically partial, mismatched, or inadequate. The Cu index value is utilized for
classifying the device based on the variation classification approach’s coefficients. The assumption
is that the data is normally distributed. As the Cu index distribution value skews left, the data is
hence transformed. Via the Ladder of Powers approach, the researchers found the most suitable data
transformation function for constructing a normal distribution.

3.2.4 Data Normalization

Normalization is commonly practiced in machine learning data preparation. To achieve consis-
tency, the data must be normalized to a standard scale without any number distortions or information
compromise.

3.3 Phase 3 (Classification Model Development)

An obstacle to accurate predictive modelling is when the classifications are not balanced. Machine
learning algorithms typically utilize the same number of examples for every class. This leads to
inaccuracies in the models, particularly when it involves minorities which is a significant issue as the
minorities are more vital and more vulnerable to classification errors as compared to the majority
group. Resultantly, the outliers can be eliminated from the sample and the dataset retrieved into line.
As a result of this study, more highly refined resampling algorithms have been offered. For instance, a
majority of class records can be aggregated under sampling for information preservation purposes
via the extraction of records from every cluster. Rather than constructing precise replicas of the
minority class data, minute changes can be introduced during the sampling process, thus yielding
highly differentiated synthetic samples. Data mining necessitates a dataset that is well-balanced and
uniformed. “Outliers” can exist in a dataset. Outliers are data of which values are distinct from those
in the entire dataset. The SMOTE technique is used to normalize the outlier so as to manage the
imbalanced dataset.

Outliers occur due to misreading, defective devices, or human error. Hence, they must be dropped
from the dataset prior to running research or statistical tests. Outliers can result in fractional or
incorrect outcomes, thus disrupting the analysis and further processing. Outliers can be eliminated
by using the Interquartile Range (IQR) approach in cases where the data boxplot goes beyond the set
range. The discrepancy refers to how far apart the IQRs’ upper quartile is from the lower quartile. This
study uses the statistical approaches of IQR, Z-Score, and Data Smoothing for identifying outliers.
The IQR is calculated using the first quartile (Q1) and third quartile (Q3) of the dataset namely the
25th and 75th percentiles.

IQR = Q3 − Q1 (3.2)
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3.4 Phase 4 (Hybrid Classification Algorithms)

This depends on a few complementary categorization methods. The conclusion to the classifica-
tion is according to a single method for solving numerous tasks. The categorization of IoT devices is
based on the volume of data sent and received. The sub-sections below present the justification for
each model.

3.4.1 Logi-XGB

This model entails the assembly of the logistic regression model into the XGBoost Classifier for
improving the accuracy of both the models. Below is the mathematical calculation of the Logi-XGB
Classification model:

y =
∑n

k=1
f (x) (a)

ln
P

1 − P
= a + by (b)

P
1 − P

= ea+by (c)

P = ea+by

1 + ea+by
(d)

P refers to the Logistic Regression’s probability function whilst Y refers to the XGBoost classifi-
cation model’s output.

∑n

k=1f (x) demonstrates the XGB Classifier’s boosting function. Upon XGB’s
taking of the y output, it is conveyed to the logistic regression’s probability function to be classified.
Fig. 4 illustrates the hybrid Logi-XGB Classification Model:

Figure 4: Hybrid classifier (Logi-XGB classification) model
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3.4.2 Logi-GBC

This model entails the assembly of the logistic regression model into the Gradient Boosting
Classifier for improving the accuracy of both the models. Below is the mathematical calculation for
the Logi-GBC Classification model:

y = yi = yi + α ∗ ∂
∑

(yi − yi
p)

2

∂yi
p

(a)

ln
P

1 − P
= a + by (b)

P
1 − P

= ea+by (c)

P = ea+by

1 + ea+by
(d)

P refers to the Logistic Regression’s probability function whilst yi refers to the GBC classification

model’s output.
∂

∑
(yi−yi

p)
2

∂yi
p

is the residual sum in trees, whilst α entails GBC’s learning rate. Upon GBC’s

taking of the y output, it is conveyed to the logistic regression’s probability function to be classified.
Fig. 5 illustrates the hybrid Logi-GBC Classification Model:

Figure 5: Hybrid classifier (Logi-GBC classification) model
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3.4.3 Logi-ABC

This model entails the assembly of the logistic regression model into the AdaBoost Classifier for
improving the accuracy of both the models. Below is the mathematical calculation of the Logi-ABC
Classification model:

y = significance
∑T

t=1
αtht (x) (a)

ln
P

1 − P
= a + by (b)

P
1 − P

= ea+by (c)

P = ea+by

1 + ea+by
(d)

P refers to the Logistic Regression’s probability function whilst y refers to the ABC classification
model’s output.

∑T

t=1αtht (x) illustrates the residual sum in trees with significance α. Upon ABC’s
taking of the y output, it is conveyed to the logistic regression’s probability function to be classified.
Fig. 6 demonstrates the hybrid Logi-ABC Classification Model:

Figure 6: Hybrid classifier (Logi-ABC classification) model

3.4.4 Logi-CBC

This model entails the assembly of the logistic regression model into the CatBoost Classifier for
improving both their accuracies. The following is the mathematical calculation for the Logi-CBC
Classification model:

Firstly, the model is initialized as,

Fo (x) = argminγ

∑n

i=1
L (y, γ ) (a)
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For m = 1 to M, the residuals are calculated.

γim = −
[
∂L [y, F (xi)]

∂Fxi

]
F(x)=FM−1(x)

(b)

Next, the base leaner is fitted to calculate it along with the pseudo residuals:

γim = argminγ

∑n

xi
L (y, FM−1 (x)) (c)

Updated Model will be:

Fm (x) = FM−1 (x) + α
∑n

i=1
γim (d)

ln
P

1 − P
= a + bFm (x) (e)

P
1 − P

= ea+bFm(x) (f)

P = ea+bFm(x)

1 + ea+bFm(x)
(g)

P entails the Logistic Regression’s probability function whilst y refers to the CBC classification

model’s output.
[

∂L[y, F(xi)]
∂Fxi

]
F(x)= FM−1(x)

entails the residual sum in trees with significance α. Upon CBC

taking the y output as argminγ

∑n

xiL (y, FM−1 (x)) , it is deployed to the logistic regression’s probability
function to be classified. Fig. 7 illustrates the hybrid Logi-CBC Classification Model:

Figure 7: Hybrid classifier (Logi-CBC classification) model
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3.4.5 Logi-LGBM

This model entails the assembly of the logistic regression model into the Light-Gradient Boosting
Model Classifier for improving both their accuracies. Below is the mathematical calculation of the
Logi-LGBM Classification model:

y = α
∑T

tiε Tree
ηi ∗ leaf (ti) (a)

ln
P

1 − P
= a + by (b)

P
1 − P

= ea+by (c)

P = ea+by

1 + ea+by
(d)

P refers to the Logistic Regression’s probability function whilst y refers to the LGBM classification
model’s output.

∑T

tiε Treeη
i ∗ leaf (ti) demonstrates the residual sum in leaves along with learning rate α.

Upon LGBM taking the y output, it is deployed to the logistic regression’s probability function to be
classified. Fig. 8 illustrates the hybrid Logi-LGBM Classification Model:

Figure 8: Hybrid classifier (Logi-LGBM classification) model

3.4.6 Logi-HGBC

This model entails the assembly of the logistic regression model into the Histogram Gradient
Boosting Classifier for improving both their accuracies. Below is the mathematical calculation for the
Logi-HGBC Classification model:

y = sum of residuals
sum of each (1 − p) for each sample in the leaf

(a)

ln
P

1 − P
= a + by (b)

P
1 − P

= ea+by (c)

P = ea+by

1 + ea+by
(d)
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P refers to the Logistic Regression’s probability function whilst y is the HGBC classification
model’s output. sum of residuals

sum of each (1−p)for each sample in the leaf
is the residual sum in trees. Upon HGBC taking the y

output, it is deployed to the logistic regression’s probability function to be classified. Fig. 9 illustrates
below the hybrid Logi-HGBC Classification Model:

Figure 9: Hybrid classifier (Logi-HGBC classification) model

3.5 Performance Parameters

The accuracy of the system is determined by evaluating the F1 Score and accuracy measures. The
confusion matrix indicates whether the clauses have been classified or misclassified. Tab. 3 shows the
the metrics used in this study.

4 Results

The class of a device is ascertained by performing a 10-day analysis of the network flow data. The
SHIoT devices’ traffic flow feature vectors are grouped by class. The SHIoT traffic flows generated
for a set period is determined by the SHIoT’s characteristics. As indicated above, for the initial dataset,
681,684 feature vectors are grouped into four classes. Fig. 10 shows the class imbalance and balance
for the traffic flow classes:

Resultantly, most of the classes in the dataset are under-sampled for developing a classification
model. The initial dataset entails each device’s traffic flow. Prior to the model’s creation, it is crucial
to stratify the classes to prevent model bias in the classes with the highest number of feature vectors.
Following stratification, there are 117,423 feature vectors left which are used to build the classification
model. This section shows the log boosted algorithms’ performance via the various performance
metrics. Meanwhile, Logi-CBC has a hybrid model accuracy of 82.66%, the greatest in the industry.
Logi-LGBM and Logi-HGBC reached an 81.37% accuracy, while Logi-GBC and Logi-XGB each
obtained 77.8% and 78.7% accuracy.
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Figure 10: Classes of SHIOT devices

Hybrid Model Logi-XGB

The combination of these two models is for the purpose of increasing their accuracies in a
simultaneous manner by utilizing the XGBoost Classifier. The probability function of the logistics
regression is fed with the data derived from y by XGB. One independent study on LOGISTIC
REGRESSION revealed that 69.2% of the time, this accuracy is raised by the hybrid classifier to
80.2%. Fig. 11 shows the depiction of the hybrid Logi-XGB Classification Model’s performance.

Figure 11: Logi-XGB classification model performance

Fig. 12 illustrates the Logi-XGB Classification Model’s confusion matrix with 19 True Negatives,
2 False Positives, 9 False Negatives and 3 True Positives.

Hybrid Model Logi-GBC

It is imperative to combine the logistic regression and gradient boosting classifier models to
improve their respective accuracies i.e., how the model is developed following the GBC’s receipt of
the y output. Fig. 13 depicts the hybrid Logi-GBC Classification Model’s performance, with 78.7%
accuracy.

Fig. 14 illustrates the Logi-GBC Classification Model’s confusion matrix with 18 True Negatives,
2 False Positives, 9 False Negatives and 7 True Positives.
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Figure 12: Confusion matrix for the Logi-XGB classification model

Figure 13: Logi-GBC classification model performance

Figure 14: Confusion matrix for the Logi-GBC classification model

Hybrid Model Logi-ABC

The AdaBoost Classifier along with the logistic regression model are used to improve their
respective accuracies. It is referred to the logistic regression’s probability. Fig. 15 shows the hybrid
Logi-ABC Classification Model’s performance, at an accuracy rate of 80.33%:

Fig. 16 demonstrates the Logi-ABC Classification Model’s confusion matrix with 19 True Nega-
tives, 8 False Positives, 2 False Negatives and 2 True Positives.
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Figure 15: Logi-ABC classification model performance

Figure 16: Confusion matrix for the Logi-ABC classification model

Hybrid Model Logi-CBC

Both models’ accuracies are improved by combining the logistic regression model with the
CatBoost Classifier. Upon the CBC taking the y output as L(y, F (M-1) (x)), it is deployed to the
probability function of the logistic regression to be classified. As the date of this report, the Logi-CBC
is identified to have the highest accuracy at 85.66%. Fig. 17 depicts the hybrid Logi-CBC Classification
Model:

Fig. 18 depicts the Logi-CBC Classification Model’s confusion matrix with 19 True Negatives, 2
False Positives, 7 False Negatives and 7 True Positives.

Hybrid Model Logi-LGB

Both models’ accuracy can be boosted via their integration. Next, the LGBM utilizes the logistic
regression’s likelihood function for classifying the attacks. Fig. 19 depicts the hybrid Logi-LGBM
Classification Model’s performance, at 81.37% accuracy rate:

Fig. 20 depicts the Logi-LGB Classification Model’s confusion matrix with 18 True Negatives, 2
False Positives, 2 False Negatives and 7 True Positives.
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Figure 17: Logi-CBC classification model performance

Figure 18: Confusion matrix for the Logi-CBC classification model

Figure 19: Logi-LGB classification model performance
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Figure 20: The confusion matrix of Logi-CBC classification model

Hybrid Model Logi-HBC

This model is created by combining the logistic regression model with the Histogram Gradient
Boosting Classifier for boosting their respective accuracies. Upon receipt of the logistic regression’s
probability function by the HGBC, an evaluation is carried out to determine any changes to the
class. Fig. 21 shows the performance of the hybrid Logi-HGBC Classification Model, with an 81.37%
accuracy rate.

Figure 21: Logi-HGBC classification model performance

Fig. 22 depicts the Logi-HGBC Classification Model’s confusion matrix with 19 True Negatives,
2 False Positives, 9 False Negatives and 3 True Positives.

Comparative Analysis

Tab. 4 depicts each model’s accuracy percentage. Logi-CBC showed the most accuracy in the
hybrid models at 85.66%, followed by Logi-LGBM and Logi-HGBC at 81.37%. Logi-GBC showed
poor accuracy at 77.80%, whilst Logi-XGB at 80.20%. Tab. 4 shows the comparative analysis of the
proposed models.

We also ran comparisons between our model and past Logitboosted algorithms utilized in past
state-of-the-art models as illustrated in Tab. 5.
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Figure 22: The confusion matrix of Logi-HGBC classification model

Table 4: Comparative analysis

Model Accuracy

Logi-XGB 80.20%
Logi-GBC 77.80%
Logi-ABC 80.33%
Logi-CBC 85.66%
Logi-LGBM 81.37%
Logi HGBC 81.37%

Table 5: Comparative analysis with previous studies

Reference Dataset Techniques Accuracy

Spanos et al. [3] IoT based SH dataset LogitBoosted algorithms 81%
Awan et al. [38] IoT network LogitBoosted algorithms 84%.
Hoque et al. [39] NoIR based iot security system dataset LogitBoosted algorithms 80.67%
Our proposed work IoT dataset for smart home LogitBoosted algorithms 85.66%

5 Conclusion

According to this study, IoT devices may be tracked via network traffic created by the devices. IoT
device categorization in a smart home context is the goal of this study, using traffic ratio coefficient of
variation to measure the predictability of IoT device behavior. This research was successful in achieving
this goal. According to current scientific thinking, it is possible to classify IoT devices using supervised
machine learning methods while also taking into account traffic characteristics created by IoT devices
in smart homes, which forms the basis for this project’s research and eventual success. Four distinct
devices could be identified by the coefficient of variation ratio between the traffic received and traffic
sent. The classification approach for IoT devices was based on defining classes. As a result, the dataset’s
majority class was underrepresented before the classification model was built. The traffic flow of a
single device was considered in the initial dataset. This step is crucial for avoiding model bias in classes
with many feature vectors. There are 117,423 feature vectors in total after the stratification of all the
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dataset’s feature vectors, which will improve the classification model even further. The performance
of the logiboosted algorithms has been shown under this section using numerous metrics. The study
found that Logi-CBC had the highest accuracy in the hybrid models, at 82.66%. Logi-LGBM and Logi-
HGBC both obtained an accuracy of 81.37% after utilizing this mode. However, Logi-GBC reached
77.8% whilst Logi-XGB achieved 78.7% once this mode was implemented.

According to a study, new and unfamiliar devices and the traffic flow they generate can be effec-
tively classified using boosting methods of machine learning. Additionally, it satisfies the emerging
criteria of the IoT. Each device’s traffic profile cannot be known (or would demand large resources)
because of the exponential growth in the number of devices. However, it suffices to know the device’s
class. If successful, this groundbreaking strategy could open the way for several other activities and
research projects in the IoT concept problem space. The findings and conclusions from this research
can be used in future studies to detect anomalies in communication networks caused by IoT devices.

In addition, the developed model could possess real-world applications as a software solution that
can enhance the capability of current solutions for device and network monitoring and control in an
IoT environment. Using this approach, device groups with similar communication patterns can be
monitored and managed in the network. It can also forecast the capacity of various types of devices
in the future and do other comparable tasks. This type of solution is only applicable in a restricted
number of cases. A basis for future studies and real-world applications and services will be built based
on the outcomes of this research.
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