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Abstract: Medical images are a critical component of the diagnostic process
for clinicians. Although the quality of medical photographs is essential to
the accuracy of a physician’s diagnosis, they must be encrypted due to the
characteristics of digital storage and information leakage associated with
medical images. Traditional watermark embedding algorithm embeds the
watermark information into the medical image, which reduces the quality
of the medical image and affects the physicians’ judgment of patient diag-
nosis. In addition, watermarks in this method have weak robustness under
high-intensity geometric attacks when the medical image is attacked and
the watermarks are destroyed. This paper proposes a novel watermarking
algorithm using the convolutional neural networks (CNN) Inception V3 and
the discrete cosine transform (DCT) to address above mentioned problems.
First, the medical image is input into the Inception V3 network, which has
been structured by adjusting parameters, such as the size of the convolution
kernels and the typical architecture of the convolution modules. Second,
the coefficients extracted from the fully connected layer of the network are
transformed by DCT to obtain the feature vector of the medical image. At
last, the watermarks are encrypted using the logistic map system and hash
function, and the keys are stored by a third party. The encrypted watermarks
and the original image features are performed logical operations to realize the
embedding of zero-watermark. In the experimental section, multiple water-
marking schemes using three different types of watermarks were implemented
to verify the effectiveness of the three proposed algorithms. Our NC values
for all the images are more than 90% accurate which shows the robustness
of the algorithm. Extensive experimental results demonstrate the robustness
under both conventional and high-intensity geometric attacks of the proposed
algorithm.
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1 Introduction

The rise of technology has opened up a slew of new possibilities for digital content creation and
distribution. Web publishing and digital repositories/libraries are only a few examples of the many
uses of this technology. However, the most critical matter with these applications is protecting users’
data. For digital data, current copyright laws are inadequate, according to experts. Consequently, the
protection and enforcement of intellectual property rights for digital media have become a significant
concern. As a result, researchers are working to devise new ways to keep copies from being produced.
The use of digital watermarking techniques is one attempt that has gained significant attention.
Stenciling and watermarking are two different techniques, but they both focus on the message’s
durability and its ability to withstand removal attacks, such as image manipulations like cropping and
filtering. For several different reasons, including copy protection and control, digital watermarking
involves embedding information (the “watermark”) into digital multimedia content so that it may
later be recovered or recognized. As digital content continues to increase at an ever-increasing rate, new
watermarking techniques are being developed and commercialized to address some of these difficulties.

Medical images are playing an important role in the field of assisted medical diagnosis
and telemedicine. Fast advanced network technology provides a good transmission channel for
telemedicine and medical image information sharing, solving the problem of uneven distribution of
medical resources, and improving the utilization rate of medical data. At the same time, medical image
information sharing also faces problems such as illegal copying and tampering [1]. As an important
basis for physicians to access patient information, the security and copyright protection of medical
images is particularly important for the patient. Techniques used to protect the copyright of medical
images are still required to explore for the security of data.

Digital watermarking technology [2], an effective way for traditional encryption techniques,
enables the concealment of information and performs well on copyright protection for medical images
[3]. Digital watermarking technology produces encrypted images by embedding watermarks with
identification significance (such as author information, product serial number, trademark pattern,
etc.) into the digital image without information value loss and usage effect of the digital image. Due
to the good concealment, security and robustness, the watermark persists invariability even after
various attacks, thereby determining the copyright confirmation of the digital image. As a basis for
physicians’ diagnosis, medical images are more rigorous and complete. To ensure the accuracy and
objectivity of the physician’s diagnosis, the copyright information of watermark embedded medical
images should be clarified even under medical image attacking. The above-mentioned watermark
embedding algorithms are not suitable for the digital watermarking scheme for medical images.
Consequently, robust watermarking algorithms for medical images are required for security against
different attacks.

The main digital watermarking algorithms can be classified into two types, spatial domain digital
watermarking and transform domain digital watermarking. The spatial domain digital watermarking
algorithm alters the image pixel directly by embedding the watermark information, which is simple and
easy to implement with low robustness. The transform domain digital watermarking is a reversible
mathematical transformation of the image before the watermark is embedded, and the watermark
information is embedded in the transformed data and then inverted when the watermark is extracted.
Compared to the spatial domain watermarking, watermark energy has an even distribution in the
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transformed image, making the watermark information more concealed to improve the embedding
strength of the watermark information greatly [4].

Cox et al. [5] proposed a spread-spectrum digital watermarking algorithm that first transforms
the discrete cosine transform (DCT) of the carrier image and then embeds the watermark information
into the low-frequency sub-band, improving the watermark’s resistance to compression. Kang et al. [6]
proposed a robust watermarking algorithm based on discrete wavelet transform (DWT) against
geometric attacks; they introduce a distance measure between the distorted and undistorted images to
determine the distortion before the image recovers by reversing the geometric distortion. The water-
marking algorithm is resistant to geometric attacks such as rotation, scaling, translation, clipping,
cropping, dithering attacks, and linear transformations. Cedillo-Hernandez et al. [7] proposed a robust
watermarking algorithm for medical images based on the discrete Fourier transform (DFT), which
embeds the watermark into the DFT domain of medical images ensuring the quality of medical images
and improving the robustness of the watermark. The above algorithms realized the embedding and
extraction of the watermark, but the extraction processes of image features were complex, and the
algorithms were less resistant to high-intensity geometric attacks.

The core of digital watermarking technology is image feature extraction; however, the method of
extracting data features manually is complicated. Therefore, we can automatically learn the potential
attributes of data through deep learning (DL). In recent years, the research of deep learning has become
a hot spot again, and its applications are all over the fields of computer vision, natural language
processing, speech recognition, and so on. Based on the research on deep learning, Cheng et al. [8]
proposed a lightweight multiscale information fusion network (MIFNet), which solved the two
problems of accurate segmentation and efficient reasoning and improved the performance of semantic
segmentation technology. Among the typical deep learning networks, deep learning models such as
convolutional neural networks (CNN) [9], deep residual networks (DRN) [10], generative adversarial
networks (GAN) [11], and U-Net [12] have achieved outstanding results in various fields. Adding
attention mechanisms with deep learning approaches also increases the performance of classification
and recognition [13]. Zhao et al. [14] used cross model attention mechanism for character recognition
and show the performance of the machine learning method improves with the attention mechanism.
Yuan et al. [15] applied a deep residual network (DRN) to fingerprint liveness detection (FLD) for the
first time and proposed an FLD algorithm combining region of interest (ROI) extraction and DRN
based on adaptive learning (ALDRN). The experimental results of the algorithm are better than the
most advanced FLD method.

Convolutional neural networks (CNN) are a widely used neural network architecture. It is an
effective algorithm for automatic learning and recognition of required features. It plays an important
role in speech recognition, image detection, and image classification [16]. Leonid et al. [17] realized
the classification of elephant sounds through CNN by concatenating parallel convolution layers and
then extracting features from different feature sets. Lee [18] used CNN to simulate the structure of the
human optic nerve and completed the classification and detection of small moths through automatic
learning and recognition. Sudha et al. [19] trained deep CNN VGG-19, which extracted features from
20000 image training sets and extracted features from 5000 image test sets, and achieved automatic
labeling and classification of diabetic retinopathy (DR) grades. The sensitivity and accuracy of the
algorithm were 82% and 96%, respectively. Rajakumari et al. [20] extracted the features and realized
the detection and classification of breast cancer by introducing the reconstructed image into the
CNN GoogleNet model. Zhang et al. proposed a 3D watermarking algorithm based on wavelet-based
transform with improved security [21] and used a similar approach for soft tissue processing [22].
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As mentioned above, a deep learning network has obvious advantages in the automatic extraction
and recognition of speech and image features. Therefore, in recent years, the research on digital
watermarking technology is also closely combined with deep learning networks. Through the inte-
gration of the two technologies, the research in the field of digital watermarking technology has
achieved creative results [23]. Jin et al. [24] proposed a digital watermarking algorithm based on
CNN, which firstly divides the original image into 8 × 8 image blocks, and then uses CNN to
learn the texture properties and luminance properties of the image and adaptively determine the
embedding strength of the watermark, the algorithm balances the invisible rows and robustness of
the watermark. Kandi et al. [25] proposed a novel learning-based auto-encoder CNN for image water-
marking that outperforms traditional image watermarking techniques in terms of imperceptibility
and robustness. Fierro-Radilla et al. [26] proposed a reinforcement learning model to ensure the
robustness of watermarking. The learning process consists of three stages: watermark embedding,
attack simulation and weight update, and experiments demonstrate that reinforcement learning is
more competitive than supervised learning. Hayes et al. [27] applied adversarial neural networks to
digital watermarking, and the network model can determine whether an image contains watermarked
information. Baluja et al. [28] trained a neural network to hide a full-color image within another image
of the same size, the watermarked image has a very good visual effect, and the algorithm can embed not
only images of different sizes but also text and audio. Meng et al. [29] and Liu et al. [30] developed an
irreversible watermarking scheme using wavelet transform and U-net based machine learning method.
Fang et al. [31] proposed an information hiding technique based on adversarial generative networks to
effectively secure data in data sharing. Uchida et al. [32] embedded watermarking information in the
network model without affecting the performance of the network to ensure the intellectual property
of the shared neural network model.

By considering the above studies, we can conclude that watermark algorithms performing directly
on the original image cannot avoid affecting the image quality and the watermarks are unstable to
geometric attacks. Aiming to address the intolerable problem of the watermark algorithm of medical
images, this paper proposes an algorithm based on the combination of CNN Inception V3 and DCT to
process the medical image and extract the image feature vectors. The algorithm combines logistic map
and hash functions to scrambled encryption of watermarks. The “third party” concept to achieve zero
embedding and blind extraction of multiple watermarks is also combined to improve the performance
of medical image watermarking techniques.

The main contributions of this research are:

(1) A CNN-based image feature extraction method is proposed, extracting the fully connected
layer data (predictions) of the Inception V3 network as processing data and extracting image
features through the DCT transform. The algorithm achieves algorithmic innovation by
combining deep learning theory with traditional image transformation theory.

(2) Three completely different images (text, graphics, and symbols) were chosen as digital water-
marks to enable multiple watermarks embedding and to analyze the robustness of different
types of digital watermarks.

(3) The watermark is encrypted using a chaotic system and the key is stored by a third party to
improve the security of the watermark.

(4) The extraction of the watermark does not require the original image, enabling zero watermark-
ing and blind extraction.
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2 The Fundamental Theory

The theoretical basis of this paper is the combination of the CNN Inception V3 and the traditional
transform DCT to achieve the embedding and extraction of digital watermarks of the medical image
through watermark encryption techniques.

2.1 Convolutional Neural Networks Inception V3

The Inception V3 network is the most representative CNN in the Inception Net. Inception V1
(GoogLeNet) won the 2014 ILSVRC Challenge. Its parameters were 12 times smaller than the Alex
Net network, and the Top5 error rate was reduced to 6.67%. Based on the advantages of fewer network
parameters and high accuracy of Inception V1, Inception V3 continuously improves the network,
which decomposes the symmetric convolution kernel into two layers of asymmetric convolution kernel
in series. This change greatly accelerates the calculation speed, deepens the depth of the network,
increases the nonlinearity of the network, reduces the probability of overfitting, and further improves
the accuracy of network recognition. Compared with other classical CNN, Alex Net, VGG and Resnet,
Inception V3 has fewer parameters and a deeper network, with a faster speed and lower recognition
error rate, therefore, this paper selects Inception V3 as the experimental network.

Inception V3 is a pre-trained version of the network trained on more than a million images from
the ImageNet database. The pre-trained network can classify images into 1000 object categories. As a
result, the network has learned rich feature representations for a wide range of images.

Figure 1: Operation of the convolution kernel. (a) Mini-network replacing the 5 × 5 convolutions.
(b) Decomposing symmetric convolution into asymmetric convolution

The input to the Inception V3 network is an image of 299 × 299 × 3. The network contains three
different types of inception modules (35 × 35/17 × 17/8 × 8) and two Grid Size Reduction modules.
The inception Modules enable autonomous learning of data without manual processing. The Grid
Size Reduction modules solve the problem of feature bottlenecks and computational overload and
finally achieve image classification recognition by using the softmax function. The most important
feature of the Inception V3 network is the splitting of a larger two-dimensional convolutional
kernel into two smaller one-bit convolutional kernels, e.g., decomposing a 5 × 5 convolutional kernel
into two 3 × 3 convolutional kernels (see Fig. 1a), this improves the performance of the network
and increases the speed of computation while reducing the cost of computation. In addition, the
network decomposes symmetric convolution kernels into asymmetric convolution kernels, such as
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splitting the 3 × 3 convolutional kernels into 1 × 3 and 3 × 1 convolutional kernels (see Fig. 1b). The
deconvolution kernel approach saves a large number of parameters, speeding up computation while
reducing overfitting [33].

On the other hand, to solve the problem of feature representation bottlenecks and excessive
computation, two Grid Size Reduction modules were added between each of the three Inception
Modules to reduce the size of the feature map by using a parallel two-branch structure (convolution
and pooling) (see Fig. 2).

The data used in the proposed algorithm is not the final output data of this network. Still, the
fully connected layer data (predictions) is selected for processing, which achieves a high level of feature
integration and the data is distinctly representative. Therefore, we choose the fully connected layer as
the data source for feature extraction. The Inception V3 network structure is shown in Fig. 3.

Figure 2: Grid size reduction modules

Figure 3: The Inception V3 network structure

2.2 Discrete Cosine Transform

To strengthen the algorithm’s resilience to attacks, we execute another DCT transform on the
data extracted from the CNN [34]. This concentrates the energy in the image signal, making it easier
to retrieve image features. The discrete cosine transform is a separable transform with a cosine function
as its transform kernel [35]. The DCT transform can concentrate the majority of the signal’s energy in
its low-frequency components. DCT can describe the correlation between human speech signals and
image signals [36]. Therefore, the DCT was chosen to extract the feature vectors of medical images in
this experiment.
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For a sequence of length N, its 1D-DCT transformation is as in Eqs. (1) and (2).

Fu = C (u)
∑N−1

i=0
f (i) cos

[
(i + 0.5) uπ

N

]
(1)

C (u) =

⎧⎪⎪⎨
⎪⎪⎩

√
1
N

, u = 0√
2
N

, u �= 0
; u = 0, 1, . . . , M − 1 (2)

2.3 Logistic Map

To improve the security of the watermark, this paper uses chaotic sequences to encrypt the
watermark. The chaos is a seemingly irregular movement, referring to a random-like process that
occurs in a deterministic system; with its initial values and parameters, it is possible to generate this
chaotic system. The most famous type of chaotic system is Logistic Map.

It is a non-linear mapping given by Eq. (3).

Xk+1 = μ · Xk · (1 − Xk) (3)

k is the number of iterations, Xk ∈ (0, 1), The growth parameterμ ∈ (0, 4], when3.5699456 < μ ≤
4, the logistic map gets a chaotic state and the chaotic sequence can be used as an ideal key sequence.
Different studies used the logistic map for encryption of information, Szegedy et al. scrambled the
row and column for each pixel in the input image using two 1-D discrete for watermark encryption,
similarly [33]. Dai et al. also used logistic mapping for generating encrypted watermark sequences for
improving the security of medical images [34]. Therefore, Logistic mapping is one of the key factors
in securing the image with better security. In the chaotic encryption of the medical images and the
watermark, the initial values of the chaos are set to 0.135 and 0.2, respectively.

3 The Proposed Watermarking Algorithm

This study proposed a watermarking algorithm based on a CNN Inception V3 combined with
DCT, generating a key sequence using chaotic encryption during the watermarking process. We found
that in most of the relevant literature on watermarks, whether single watermark or multi watermark,
the content of watermark information used is mostly text type. To test the robustness of the algorithm
based on Inception V3 and DCT from multiple angles and all aspects, we use multiple watermarking
schemes where the watermark information includes three types of text, graphics and symbols to achieve
zero watermarking and blind extraction in the following experiments.

The algorithm consists of five parts: Inception V3-based feature extraction, watermark encryp-
tion, watermark embedding, watermark extraction and watermark decryption. First, the original
medical images are convolved and pooled using the Inception V3 network to obtain the fully connected
layer data (predictions). Then, a global discrete cosine transform is applied to the fully connected layer
data and the low-frequency data is selected from the matrix obtained by DCT as the visual feature
vector of the medical image. Finally, a new feature sequence based on perceptual hashing was found in
the DCT domain to participate in the watermark operation. In the design of the algorithm, watermark
technology is combined with chaotic encryption, cryptography and the third-party concept, which
not only allows the digital watermark to resist conventional and geometric attacks but also makes the
algorithm robust. Meanwhile, the use of multiple watermarks also enhances the security of medical
image transmissions, protecting the privacy of patients.
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3.1 Medical Image Feature Extraction

The flowchart of the proposed algorithm is presented in Fig. 4; we start processing the images
in two directions: the original medical image and the original watermarks. On the one hand, original
medical image is first resized to 299 × 299 image I (i, j) as the input of the Inception V3 network.
After the initial medical image has been convolved and pooled by 3 Inception Modules and 2
Grid Size Reduction Modules, the fully connected layer (predictions) data E (i) of the InceptionV3
convolutional network is selected. Finally, DCT transform was then performed on the fully connected
layer data for a vector Vm (i, j) conforming to human visual features, founded in the transformation
domain. To process watermark images, first, a chaotic sequence X (j) based on the initial value x0

is generated, then binarizing the chaotic sequence to generate the binary encryption matrix k(n),
at last, the binary encryption matrix k(n) is operated with the watermark W (i, j) to obtain the
encrypted watermark BW (i, j). When watermarks need to be embedded, using the hash function on
the encrypted watermark BW (i, j) and the visual feature vector Vm (i, j) of the image, meanwhile binary
logic sequences Key (i, j) are generated. These binary logic sequences Key (i, j) can be stored in a third-
party platform.

Figure 4: Flowchart of the proposed algorithm
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When testing, the same method was performed. Extract the visual feature vector V ′
m (i, j) of the

tested medical image, the binary logic sequences Key (i, j) is obtained from the third party, and to
obtain the extracted watermarks BW ′ (i, j) by the feature vector V ′

m (i, j) and the Key (i, j) . The chaotic
sequences X (j) and the encryption matrixes k (n) were generated using the same initial value x0 as the
above method. Then, the restored watermarks W ′ (i, j) were obtained by hashing k (n) and BW ′ (i, j).

To verify whether the extracted features using the specified algorithm are valid, this experiment
randomly selects a medical gray-scale image of 512 × 512 pixels which Inception V3 and DCT
transform, and different types of attacks are carried out on the medical image (as shown in Fig. 5).
In this paper, we selected 32 bits of low-frequency data and replaced data greater than or equal to 0
with 1, and the other data with 0. Tab. 1 lists the low-frequency coefficients of the medical image under
different attacks. To exemplify this, we have selected the top 10 data (O (1, 1) ∼ O (1, 10)) in Tab. 1. As
can be seen from Tab. 1, after Inception V3 and DCT transformation, we find that the values change
significantly, but their symbols remain largely unchanged; the sequences of all the attacked images
are almost identical to the original images. Therefore, the experiment proves that the image features
extracted by the proposed algorithm are effective.

Figure 5: Different attacks on the abdomen. (a) Original image. (b) Gaussian noise (16%). (c) JPEG
compression (21%). (d) Median filter [3 × 3] (15times). (e) Rotation (clockwise, 40°). (f) Scaling (×1.5).
(g) Translation (28%, left). (h) Translation (35%, down). (i) Cropping (30%, Y direction). (j) Cropping
(32%, X direction)

We randomly selected other medical images to test the same algorithm, as shown in Fig. 6, and
verified the value of the normalized correlation coefficient, as show in Tab. 2, that the NC values of
the different images obtained using the feature vector selected with the above method are all less than
0.5, and their NC values are 1.00. These results are consistent with human visual features. Therefore,
we can use the low-frequency coefficients of medical images based on the CNN Inception V3 and the
traditional DCT transform as their feature vectors.
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Table 2: Values of the correlation coefficients between different medical images (32 bit)

Image Abdomen Neck Wrist Coronary
artery

Internal
auditory
canal

Lumbar
spine

Foot Shoulder

Abdomen 1.00 0.31 0.24 0.19 0.12 0.12 0.37 0.31
Neck 0.31 1.00 0.04 0.13 0.31 0.18 0.31 0.13
Wrist 0.24 0.04 1.00 0.32 −0.14 −0.01 0.24 0.19
Coronary
artery

0.19 0.13 0.32 1.00 0.19 −0.06 0.31 0.13

Internal
auditory
canal

0.12 0.31 −0.14 0.19 1.00 0.12 0.25 0.31

Lumbar
spine

0.12 0.18 −0.01 −0.06 0.12 1.00 0.37 0.31

Foot 0.37 0.31 0.24 0.31 0.25 0.37 1.00 0.44
Shoulder 0.31 0.13 0.19 0.13 0.31 0.31 0.44 1.00

Figure 6: The tested images. (a) Abdomen. (b) Neck. (c) Wrist. (d) Coronary artery. (e) Internal
auditory canal. (f) Lumbar spine. (g) Foot. (h) Shoulder

3.2 Watermarks Encryption

To ensure the security of the watermark, the watermark is scrambled and encrypted before it is
embedded, as shown in Fig. 7.
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Figure 7: Watermarks encryption process

Step1: Generate a chaotic sequence X (j) based on the initial value x0 = 2, μ = 4, Binarization of
the chaotic sequence X (j), When the value of X (j) is greater than 0.5, it is “1”, the rest is “0”, and a
binary encryption matrix k (n) is generated.

Step2: The binary encryption matrix k (n) and the binary watermark W (i, j) are operated by the
hash function, such as shown in Eq. (4), then we obtain the encrypted watermarks BW (i, j).

BW (i, j) = W (i, j) ⊕ k (n) (4)

3.3 Watermarks Embedding

Step3: Using Eq. (5) to calculate the image feature matrix Vm (i, j) and the encrypted watermark
BW (i, j), the watermark can be embedded into the medical image, and the logical key Key (i, j) can be
obtained at the same time.

Key (i, j) = BW (i, j) ⊕ Vm (i, j) (5)

Step4: Save the logical key Key (i, j) to a third-party platform. When it is necessary to extract the
watermark of the tested image, we can apply for logical key Key (i, j) from the third-party platform.

Fig. 8 shows the watermark embedding process.

Figure 8: Watermarks embedding process
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3.4 Watermarks Extraction

Step5: Extraction of features V ′
m (i, j) of the tested image using the same method as the extraction

of components of the original medical image.

Step6: The encrypted watermark BW ′ (i, j) is extracted by Eq. (6).

BW ′ (i, j) = V ′
m (i, j) ⊕ Key (i, j) (6)

The algorithm only requires the Key (i, j) when removing the watermark and does not need the
participation of the original image. Therefore, it is a zero watermarking extraction algorithm.

Fig. 9 shows the extraction process of the watermark.

Figure 9: Watermarks extraction process

3.5 Watermarks Decryption

Step7: Using the same method as watermark encryption, the same binary encryption matrix k (n)

is obtained.

Step8: Inverse the scramble watermarking image using Eq. (7). The watermark decryption process
is shown in Fig. 10.

W ′ (i, j) = BW ′ (i, j) ⊕ k (n) (7)

Figure 10: Watermarks decryption process
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Determine the watermark information and clarify the medical image ownership by calculating the
correlation coefficients NC between W (i, j) andW ′ (i, j).

4 Experimental Results

This experiment used Matlab 2019a as the test platform and selected an abdominal CT image as
the study object. We choose three different types of images as watermarks (as shown in Fig. 11). Verify
the robustness of the algorithm from multiple perspectives. Fig. 12 shows the encrypted watermarks
effect. The encrypted watermarks change greatly and are completely unrecognizable to the naked eye,
which improves the security of the watermark information.

Figure 11: Binary watermark. (a) Binary watermark 1-text. (b) Binary watermark 2-graphic. (c) Binary
watermark 3-symbol

Figure 12: Encrypted watermark. (a) Encrypted watermark 1-text. (b) Encrypted watermark 2-graphic.
(c) Encrypted watermark 3-symbol

4.1 Evaluation Criteria

Calculating the NC value between the watermark extracted from the tested image and the original
watermark (NC value between 0 and 1), we evaluate the robustness of the algorithm using NC values
[37]. The NC value is calculated as shown in Eq. (8). W (i, j) represents the original watermark, and
W ′ (i, j) was the extracted watermark. W (i, j) was the mean of W (i, j), W ′ (i, j) was the mean of
W ′ (i, j). The algorithm has the best robustness when the NC value is 1. The embedded watermark
can still be extracted when the NC value is greater than 0.5, so we consider the algorithm to be robust
when the NC value [38] is greater than 0.5.

NC =
∑

i

∑
j

(
W (i, j) − W (i, j)

) (
W ′ (i, j) − W ′ (i, j)

)
√(∑

i

∑
j

(
W (i, j) − W (i, j)

)2
) (∑

i

∑
j

(
W ′ (i, j) − W ′ (i, j)

)2
) (8)

The peak signal-to-noise ratio is the ratio of the maximum possible power of a representative
signal and the destructive noise power that affects its representation accuracy. PSNR value indicates
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the degree of distortion of the image, the larger the value, the smaller the image distortion [38]. The
PSNR is calculated as shown in Eq. (9). I (i, j) and I ′ (i, j) are the pixel values of each point of the
image I and I ′ respectively, MAXI is the maximum possible pixel value of the image, if the pixel value
of each point is represented by B-bit binary, then MAXI = 2B − 1. To facilitate the operation, the
image is usually taken as a square, that is, M = N [39].

PSNR = 10 lg
MN · MAX 2

I∑
i

∑
j (I (i, j) − I ′ (i, j))2 (9)

Fig. 13 shows that the medical images were not changed when the medical images were not
attacked; the NC value of the watermark information extracted from the original image is 1. The
following conventional and geometric attacks are used to verify the robustness of the algorithm.

Figure 13: The extracted watermarks without attack. (a) Extracted watermark 1. (b) Extracted
watermark 2. (c) Extracted watermark 3

4.2 Conventional Attacks
4.2.1 Gaussian Noise Attacks

As shown in Fig. 14 and Tab. 3, we added different levels of Gaussian noise to the watermarked
images, and the NC values for the three extracted watermarks were 0.66, 0.66 and 0.72 when the
Gaussian intensity was 20%, and from all data, the NC values for the two types of watermarks (text
and graphic) were lower than the symbolic watermark. When the Gaussian noise intensity reaches
30%, the watermark information can still be extracted well.

Figure 14: Under Gaussian noise attacks. (a) Gaussian noise level of 16%. (b) The extracted watermark
1 with a Gaussian noise level of 16%. (c) The extracted watermark 2 with a Gaussian noise level of
16%. (d) The extracted watermark 3 with a Gaussian noise level of 16%
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Table 3: PSNR and NC values after Gaussian noise attacks

Gaussian noise (%) 2 4 8 16 20 30

PSNR (dB) 19.12 16.28 13.51 10.83 10.08 8.81
NC1 0.90 0.82 0.69 0.76 0.66 0.53
NC2 0.92 0.79 0.64 0.71 0.66 0.60
NC3 0.92 0.79 0.70 0.65 0.72 0.66

4.2.2 JPEG Attacks

JPEG compression, as an international standard, is widely used in images compression processing,
and JPEG attacks are often used in the watermarking field. As shown in Fig. 15 and Tab. 4, the NC
values of the three watermarks extracted are 0.72, 0.77 and 0.77 when the compression quality reaches
35%, with the graphic and symbol watermarks having better extraction quality than the text.

Figure 15: Under JPEG attacks. (a) Compression quality set to 30%. (b) The extracted watermark 1
under compression quality set to 30%. (c) The extracted watermark 2 under compression quality set
to 30%. (d) The extracted watermark 3 under compression quality set to 30%

Table 4: PSNR and NC values after JPEG attacks

Compression quality (%) 1 7 14 21 28 35

PSNR (dB) 24.88 28.62 31.00 32.37 33.27 33.96
NC1 0.41 0.40 0.60 0.60 0.66 0.72
NC2 0.48 0.47 0.63 0.64 0.70 0.77
NC3 0.49 0.48 0.65 0.64 0.70 0.77

4.2.3 Median Filter Attacks

We applied the [3 × 3] and [5 × 5] median filtering attacks to the watermarked image, the NC values
of the watermark information were greater than 0.66 when the median filtering parameter was [3 × 3]
and the number of filtering repetitions was 35, and the data are shown in Fig. 16 and Tab. 5. The NC
values of the three types of watermarked information-text, graphic and symbol-increase sequentially
under the median filtering attack.
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Figure 16: Under Median Filter attacks. (a) Median Filter [3 × 3] with 35 repetitions. (b) The extracted
watermark 1 under median filter [3 × 3] with 35 repetitions. (c) The extracted watermark 2 under
median filter [3 × 3] with 35 repetitions. (d) The extracted watermark 3 under median filter [3 × 3]
with 35 repetitions

Table 5: PSNR and NC values after Median filter attacks

Median filter [3 × 3] [5 × 5]

Repeat times 3 15 35 3 15 35

PSNR (dB) 31.26 29.55 29.02 26.67 24.32 23.47
NC1 0.63 0.60 0.66 0.51 0.54 0.54
NC2 0.66 0.63 0.70 0.54 0.58 0.63
NC3 0.64 0.64 0.71 0.52 0.60 0.64

4.3 Geometrical Attacks
4.3.1 Rotation Attacks

The images with watermark information are rotated in different directions and at different angles,
and it can be found in Fig. 17 and Tab. 6 (Negative is counterclockwise, positive is clockwise) that
the algorithm is more robust against rotation attacks. When the image is rotated 40° clockwise, the
watermark NC values exceed 0.90, and when rotated 80° counterclockwise, the watermark NC values
are approximately 0.70. The robustness of the three types of watermarks is generally consistent.

Figure 17: Under rotation attacks. (a) Rotation (clockwise) 40°. (b) The extracted watermark 1 under
rotation (clockwise) 40°. (c) The extracted watermark 2 under rotation (clockwise) 40°. (d) The
extracted watermark 3 under rotation (clockwise) 40°
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Table 6: PSNR and NC values after rotation attacks

Rotation −80° −40° −16° −8° 8° 16° 40° 80°

PSNR (dB) 13.80 15.03 16.22 17.89 17.89 16.21 15.03 13.81
NC1 0.69 0.72 0.60 0.57 0.71 0.64 0.90 0.82
NC2 0.70 0.78 0.66 0.63 0.77 0.69 0.92 0.88
NC3 0.70 0.78 0.65 0.62 0.78 0.69 0.92 0.84

4.3.2 Scaling Attacks

The image was attacked using different scaling factors; when the scaling factor was as small as
0.5, the NC value of the extracted watermarks was 0.83 on average, and the watermarks could be
identified. When the scaling factor reached 1.2, the NC values of the extracted watermarks were above
0.90. Fig. 18 and Tab. 7 show these data and part of the attack images.

Figure 18: Under scaling attacks. (a) Scaling factor 1.2. (b) The extracted watermark 1 under scaling
factor 1.2. (c) The extracted watermark 2 under scaling factor 1.2. (d) The extracted watermark 3
under scaling factor 1.2

Table 7: PSNR and NC values after scaling attacks

Scaling factor 0.5 0.8 1.2 2.4 4.0 8.0

NC1 0.81 0.81 0.91 0.81 0.81 0.81
NC2 0.84 0.87 0.93 0.87 0.87 0.87
NC3 0.85 0.84 0.92 0.84 0.84 0.84

4.3.3 Translation Attacks

Fig. 19 and Tab. 8 show the experimental data of the algorithm against translation attacks. The
NC value of the watermarked image is greater than 0.91 when the image is shifted 21% horizontally
to the left, the NC value is greater than 0.70 when the image is shifted 21% to the right or up, the
robustness of graphic and symbol watermarks outperforms text watermark in all three directions of
translation attack. The NC value of the watermarks are between 0.52 and 0.57 when the image is
shifted vertically downwards by 21%. In addition, we found that when the image moves down 35%,
the NC value of the watermark image is better than 14%, 21% and 28%. We speculate that the main
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reason for this is that more invalid features in the image are removed. The watermark can be extracted
accurately from the images after the above attacks, so the watermarking algorithm has strong resistance
to translation attacks.

Table 8: PSNR and NC values after translation attacks

Distance (%) 7 14 21 28 35

Left PSNR (dB) 14.80 13.38 12.79 12.49 12.41
NC1 0.76 0.82 0.91 0.82 0.76
NC2 0.79 0.85 0.93 0.85 0.79
NC3 0.78 0.85 0.92 0.85 0.79

Right PSNR (dB) 14.85 13.44 12.88 12.48 12.31
NC1 0.66 0.57 0.70 0.72 0.63
NC2 0.71 0.59 0.77 0.78 0.70
NC3 0.69 0.57 0.77 0.77 0.70

Up PSNR (dB) 14.99 13.30 12.28 11.68 11.35
NC1 0.69 0.67 0.72 0.62 0.47
NC2 0.72 0.71 0.76 0.66 0.50
NC3 0.71 0.71 0.77 0.66 0.52

Down PSNR (dB) 15.08 13.39 12.38 11.92 11.87
NC1 0.83 0.68 0.52 0.49 0.77
NC2 0.86 0.71 0.57 0.58 0.79
NC3 0.85 0.69 0.55 0.56 0.78

Figure 19: Under-up translation attacks. (a) up distance 21%. (b) The extracted watermark 1 under up
distance 21%. (c) The extracted watermark 2 under up distance 21%. (d) The extracted watermark 3
under up distance of 21%

4.3.4 Cropping Attacks

To verify the cropping attack resistance of the algorithm, we design cropping attacks to the images
from both horizontal and vertical directions, with cropping attack strength from 8% to 50%. When
cropping 32% of the medical image along the X-axis, the NC values of the extracted watermarks are
greater than 0.82 and the watermarks are very clear. When clipping 19% of the medical image along
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the Y-axis, the NC values are between 0.75 and 0.78, at which point the graphic watermark NC value
is higher than the other two types of watermarks. The data of cropping attacks is shown in Fig. 20 and
Tab. 9.

Figure 20: Under cropping attacks. (a) Cropping 32%, X direction. (b) The extracted watermark 1
under 32% cropping. (c) The extracted watermark 2 under 32% cropping. (d) The extracted watermark
3 under 32% cropping

Table 9: PSNR and NC values after cropping attacks

Cropping (%) 8 10 15 19 32 35

Y direction NC1 0.81 0.80 0.74 0.75 0.59 0.63
NC2 0.85 0.84 0.78 0.78 0.63 0.66
NC3 0.84 0.84 0.77 0.77 0.63 0.64

Cropping (%) 5 8 10 19 25 32

X direction NC1 0.69 0.82 0.76 0.65 0.67 0.82
NC2 0.72 0.85 0.78 0.71 0.71 0.85
NC3 0.71 0.84 0.77 0.70 0.70 0.85

4.4 Comparison with Other Algorithm

The proposed algorithm combines a CNN with DCT to design a set of medical image digital
watermarking research schemes. To further, verify the advantages and disadvantages of the algorithm,
this paper selects a traditional algorithm for comparison. Tab. 10 lists the comparison results of
the proposed algorithm with SIFT-DCT [40]. It can be seen that the performance of the algorithm
proposed in this paper is better than the SIFT-DCT algorithm in all high-intensity geometric attacks.
In conventional attacks, the performance of the proposed algorithm is better than SIFT-DCT in
Gaussian noise attack but weaker than SIFT-DCT in JPEG compression attack. Compared with the
three different watermark types selected in the experiment, the robustness of graphic watermark is
the best, the symbol watermark is the second, and the robustness of text watermark is the weakest.
Experiments show that the algorithm based on a CNN and DCT has good performance.
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Table 10: Comparison of the SIFT-DCT algorithm

Attacks Parameter SIFT-DCT Proposed algorithm

NC NC1 (text) NC2 (graphic) NC3 (symbol)

Gaussian noise 15% 0.60 0.60 0.71 0.65
JPEG compression 30% 0.90 0.68 0.71 0.71
Rotation (clockwise) 8° 0.51 0.71 0.77 0.78

10° 0.60 0.81 0.85 0.84
Scaling ×1.5 0.79 0.81 0.85 0.84

×3.0 0.65 0.81 0.85 0.84
Cropping
(X-direction)

25% 0.72 0.67 0.71 0.70
30% 0.66 0.76 0.78 0.77

In future we will use LSTM and graph based methods to improve the encryption and decryption
process [41]. Hybrid approaches for securte watermarking are proved to be a better way to increase
robustness and security against geometric attacks [42,43].

5 Conclusions

This article presents a multi-watermarking technique based on Inception V3 and DCT that
combines deep learning and classical transforms. A CNN is firstly used to automatically extract the
fully connected layer coefficients (predictions) of the medical image. Then, the DCT transform is
applied to extract features. To protect the security of the watermarks, the watermarks are scrambled
and encrypted using the logistic map system. This algorithm uses a hash function to implement a zero-
watermarking technique by storing the key through a third platform, achieving blind extraction of the
watermarks during watermarks extraction. To verify the feasibility of the algorithm and promote its
generalization using, three different types of watermarks (text, image, symbol) were selected for this
experiment. The experimental data shows that the algorithm is more robust to conventional attacks
and performs better than traditional watermarking algorithms against geometric attacks. Therefore,
the algorithm is important for the medical field, where image quality is very demanding.
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