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Abstract: Biometric recognition refers to the identification of individuals
through their unique behavioral features (e.g., fingerprint, face, and iris). We
need distinguishing characteristics to identify people, such as fingerprints,
which are world-renowned as the most reliable method to identify people. The
recognition of fingerprints has become a standard procedure in forensics, and
different techniques are available for this purpose. Most current techniques
lack interest in image enhancement and rely on high-dimensional features to
generate classification models. Therefore, we proposed an effective fingerprint
classification method for classifying the fingerprint image as authentic or
altered since criminals and hackers routinely change their fingerprints to
generate fake ones. In order to improve fingerprint classification accuracy, our
proposed method used the most effective texture features and classifiers. Dis-
criminant Analysis (DCA) and Gaussian Discriminant Analysis (GDA) are
employed as classifiers, along with Histogram of Oriented Gradient (HOG)
and Segmentation-based Feature Texture Analysis (SFTA) feature vectors as
inputs. The performance of the classifiers is determined by assessing a range
of feature sets, and the most accurate results are obtained. The proposed
method is tested using a Sokoto Coventry Fingerprint Dataset (SOCOFing).
The SOCOFing project includes 6,000 fingerprint images collected from
600 African people whose fingerprints were taken ten times. Three distinct
degrees of obliteration, central rotation, and z-cut have been performed to
obtain synthetically altered replicas of the genuine fingerprints. The proposal
achieved massive success with a classification accuracy reaching 99%. The
experimental results indicate that the proposed method for fingerprint classifi-
cation is feasible and effective. The experiments also showed that the proposed
SFTA-based GDA method outperformed state-of-art approaches in feature
dimension and classification accuracy.
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1 Introduction

Biometric recognition refers to unique behavioral identifiers (e.g., fingerprint, face, and iris) to
recognize individuals. Recognition and authentication are among the essential applications for biomet-
rics. Since old, humans used the fingerprint method for identification, and it was discovered for legal
documents signing in China [1]. Nowadays, fingerprint recognition is considered a standard routine in
forensics, and various techniques have been developed for this purpose. Several unique characteristics
of the fingerprint make it a favorite choice for the print’s identification for access authentication. In
addition, for access authentication, fingerprints are used at a crime scene to determine a suspect. One
of these characteristics is the constancy of fingerprint. In addition, fingerprints are not identical for
any person, even for twins.

An efficient representation to obtain notable features for a fingerprint is required to achieve a good
recognition system. Fingerprints can be classified into three distinct types of prints [2]. Those types
are patent (visible) prints, plastic prints, and latent (invisible) prints. Patent prints are easily visible
and recognized without a microscope. This is because they are formed when fingers touch a surface
involving colored materials such as blood, liquid, or dirt. Plastic prints are 3-dimensional squeezes that
may make up when a finger presses on soap, fresh paint, or wax. Latent fingerprints are invisible to
the naked eye and need some chemical reagents to be detected. Fingerprint image has certain features
that depend on acquisition resolution. A typical fingerprint image has a repeated pattern of valleys
(bright regions) and ridges (dark regions), as shown in Fig. 1.
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Figure 1: Ridges and Valleys in a fingerprint image

The orientation of the ridge is the highest important property of a fingerprint image. For
the majority of the fingerprint recognition algorithms, orientation extraction is an obligatory step.
However, when the quality of the image is good enough, it is easy to compute the orientation. On the
other hand, an acceptable extraction remains an open problem in bad images.

However, because of the great success of fingerprints in criminals’ recognition, lawbreakers always
attempt to beat the fingerprint’s identification measures. The FBI Criminal Justice Information
Services (CJIS) division classifies the types of deliberate alteration according to the method employed
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to amputate the fingerprint [3]. The four main categories were vertical cut, z shape cut, burns, and
uncategorized (See Fig. 2).

(b)

Figure 2: Types of fingerprint alteration. (a) Vertical cut, (b) z-cut, (c) intentional burn, (d) unknown
method

All the above-mentioned methods aim to modify the fingerprint to complicate the person
identification process.

The structure of the article is broken down as follows. Section 2 outlines the related works.
Section 3 presents the proposed method. Section 4 discusses the experimental findings, and finally,
the conclusions are presented in Section 5.

2 Related Works

Many researchers have done considerable work regarding fingerprint images in different direc-
tions. Those directions involve classification, detection, reconstruction, and recognition of actual
fingerprints from altered ones. Several works have been done to review the literature for different
fingerprint applications.

Peralta et al. [4] made a systematic review and categorization of the fingerprint matching methods
in the literature. The minutiae-based algorithms were the main focus of their study regarding properties
and differences between them. Win et al. [2] submitted a survey to evaluate the literature on fingerprint
applications used in a criminal investigation. In addition, their survey discusses different machine
learning methods and features extraction process related a fingerprint classification. Another review
was submitted by Singla et al. [5] to dig into the works related to latent fingerprint identification
systems.

Many researchers have proposed different procedures for fingerprint classification and detection.
Those proposals are mainly based on deep learning or machine learning techniques. Mohamed et al. [6],
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proposed a method using a fuzzy neural network classifier to classify the fingerprints. Henry system
was adopted to derive the input features code in their proposal. One of the limitations of this work
was not using all fingerprint features to test the method. However, the method is efficient and
straightforward in identifying singular-point. Wang et al. [7] proposed a procedure for fingerprint
classification which used a stacked sparse autoencoder (SAE) based on a depth neural network. The
input features for this work are mainly concerned with the orientation field of a fingerprint image.
To extract the orientation features, Rao’s method was used. In [7], some misclassification happened
due to a single feature being used as a basis of training. Yang et al. [§] proposed a machine learning-
based fingerprint classification method. The features are extracted according to frequency spectrum
energy as an eigenvector around the core point. The dimensionality of those eigenvectors are reduced
using j-divergence entropy. Finally, Support Vector Machine (SVM) is used for the classification.
One of the advantages of this method is increasing speed and reducing complexity by reducing the
high dimensional vector. However, the proposal suffered from difficulty in accurately extracting the
core point, which is used as a reference point, so the performance was affected. Narayanan et al. [9]
proposed a simple algorithm for gender detection using fingerprint images. Their method starts by
enhancing the image using histogram equalization. Then the image is transformed to binary to count
the number of pixels. Some thresholds are suggested to classify the gender using the count of pixels.
Due to the low quality of the proposed method, it is not suitable for latent fingerprints acquired
from the crime scene. Yao et al. [10] submitted another algorithm to classify fingerprint images
based on recursive neural networks (RNNs) and SVM learning methods. They also used RNNs
to extract a distributed vectorial representation of the fingerprint features that were integrated with
finger code features. This work showed the advantage of the integration between structure and global
representations in enhancing the classification results. Ji et al. [1 1] proposed using the SVM classifier
and a feature vector estimated based on the orientation field from pixel gradient for fingerprints
classification.

Bhuyan et al. [12] proposed to classify fingerprints by using a data mining way for each fingerprint
image relying on ridge flow patterns. The Apriori algorithm was used for the itemset generation
technique to select a seed for each class. The K-means clustering approach was used to cluster
the fingerprint images seeds in the last step. The proposal achieved high accuracy in fingerprints
classification up to 98%. Other work was presented in [13] for fingerprint classification into three
classes (arch, loop, and whorl) using machine learning techniques. They proposed to filter noise from
fingerprint images using a Convolutional Neural Network (CNN) filter. After that, the orientation
field of the image was employed to generate the singularity features that train a model of a random
forest and SVM. This work mainly depended on a single feature, which may affect the proposed
system’s performance.

Different works were proposed in the literature in terms of altered and fake fingerprints detection.
Shehu et al. [14] proposed an algorithm to discriminate the altered fingerprint images from the
valid ones. Additionally, they proposed to classify the type of alteration to z-cut, central rotation,
or obliteration. For image features extraction and classification, a CNN was used. As a step of
preprocessing, bipolar interpolation was applied to resize the images. The advantage of this proposal is
suggesting a novel dataset for fingerprints alteration. On the other hand, the limitation of the method is
applying the proposed model to synthetically altered fingerprint images. Another work to distinguish
between real and fake fingerprint images was presented by Uliyan et al. [15]. Their proposal is a deep
learning model to extract deep features from the grayscale images. The model is formed from Deep
Blotzmann Machine (DBM) and Discriminative Restricted Blotzman Machine (DRBM). Finally, to
distinguish between the spoof and valid fingerprints, the KNN classifier was employed. Despite the
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model’s good performance in different kinds of forgeries such as glue and wood, the model still faces
some difficulties in distinguishing unreal fingerprints in some unknown materials. Praseetha et al. [16]
proposed a method to detect a not genuine fingerprints using a CNN-based model.

More works of the literature that related to different subjects such as fingerprints segmentation,
reconstruction, and features extraction were done. Shi et al. [17] presented a method to extract
the features of fingerprints ridge contour using chaincode representation. Firstly, they proposed
fingerprint image enhancements based on combining binary and grayscale image enhancements. After
that, minutiae features were extracted using the chaincode method. The proposed method needs some
improvements in preprocessing stage to enhance the quality of the binary image before the features
extraction process. In terms of latent fingerprint image segmentation, Ezeobiejesi et al. [18] presented
a deep neural-network based model to classify fingerprint images from unwanted objects. The work
involves two phases where in the first phase, the unsupervised pre-training was done for Deep Artificial
Neural Network (DANN) using restricting Blotzman Machines (RBM). In the second phase, fine
tuning and gradient updates were achieved. In comparison with other methods of fingerprint image
segmentation, the proposed method was found to be superior. Saponara et al. [19] submitted an image
fingerprints construction method to make more effective fingerprints classification. The method was
based on using Spare Autoencoder (SAE) algorithm.

Following reviewing the literature that belongs to distinguishing authentic and altered fingerprint
images, we noted a lack of interest in image enhancement. In addition, a great deal of attention was
paid to high-dimensional features when constructing a classification model. Therefore, we proposed a
new method to classify real from altered fingerprint images that is based on machine learning. In our
work, we propose to enhance the quality of fingerprint images before the feature extraction process.
Moreover, we tried to narrow the dimensionality of extracted features for the sake of time complexity
reduction. In addition, we work to propose using compelling features and robust classifiers to enhance
the accuracy rate.

3 The Proposed Method

This research aims to classify the fingerprint into authentic and altered. We can formulate this
problem as two classes classification problem. Our proposed approach for index fingerprint classifica-
tion is composed of three main stages. Those stages are image enhancement, features extraction, and
classification. Fig. 3 illustrates the proposed method. The following subsections explain all details of
the proposed method.
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Figure 3: The proposed method
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3.1 Image Enhancements

Usually, the fingerprint images in our data set come with some noises and unwanted frames. To
make the most effective features extraction, we do some image enhancements as listed below:

1- Converting the initial image from an RGB image to a grayscale image.

2- To remove the black frames as shown in the original image (Fig. 4a), we set the pixels for the
first four rows and columns to 255. The result is as shown in Fig. 4b.

3- Next, we convert the image to binary using a relatively high threshold to maintain all image
details (Fig. 4¢). This is followed by complementing the image to yield the image as shown in
Fig. 4d.

4- Then, we apply some morphology operations (removing small objects, closing and filling holes)
to obtain a complete mask of the fingerprint (Fig. 4¢).

5- At this stage, we want to keep only the most prominent object (fingerprint) and discard others
(unwanted noises). This is done by exploiting the size property of the objects (number of pixels)
by creating a vector that contains the sizes of all objects in the image. Once that is done, the
index of the largest object is determined to keep it in the image and delete smaller items. The
result of the filtering process is as shown in Fig. 4f.

6- To adjust the final finger mask and smooth its edges, we apply another set of morphology
operations, and the final mask result is as shown in Fig. 4g.

7- Finally, we use the mask produced in the last stage (Fig. 4g) to mask the original image [20]
(Fig. 4a), and the result is as shown in Fig. 4h.

(e () @ (b

Figure 4: Steps of fingerprint image enhancements. (a) the initial grayscale image, (b) whitening the
frame, (c) binary image, (d) complement of the binary image, (¢) initial finger mask, (f) finger mask
after removing small objects, (g) smoothed and adjusted finger mask, (h) final enhanced image
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3.2 Features Extraction

The essential features are extracted from the final enhanced image in this stage. The extracted
features will play a crucial role in classifying of the images [21]. The used features in this study are as
follows.

3.2.1 Histogram of Oriented Gradient (HOG)

Exploiting histogram of image gradient orientation to extract features was firstly described by
Dalal et al. [22]. The HOG features’ extraction passes through several steps, as illustrated in Fig. 5.
Firstly, the window to be detected is divided into small-size cells (e.g., 8 x 8). Next, for every cell,
the histogram of the gradient is accumulated. Reduction of the invariance of the illumination by
normalizing the histogram of each cell is performed in the next step. HOG features are collected from
all blocks in the final step. Every finger image should produce 81 HOG features.

Image division i Histogram HOG Features
— gradient —— normalization of —» :
to cells A extraction
histogram each cell

Figure 5: Extraction of HOG features

3.2.2 Segmentation-based Feature Texture Analysis (SFTA)

The idea of SFTA was submitted firstly in [23]. Stability and relative low overhead are charac-
teristics that make SFTA one of the first choices to analyze texture image. Broadly speaking, the
process of SFTA features extraction involves two steps. In the first one, the Two-Threshold Binary
Decomposition (TTBD) approach is used to break down the grayscale image into a group of binary
images. In the next step, SFTA feature vectors are obtained using size, gray level, and the fractal
dimension of the binary image that was generated in the previous step [23]. For each image in our
dataset, the number of SFTA features is 21.

3.3 Classification

The main goal of the research is to classify the input image into either real or altered fingerprint
images. For a classification problem, machine learning is one of the most satisfactory solutions to use.
Different machine learning algorithms are proposed as a way of learning from the training set and then
making a smart decision in an automatic manner [24]. Our proposal focused on two different machine
learning algorithms: Gaussian Discriminant Analysis (GDA) and Discriminant Analysis (DCA).

3.3.1 Gaussian Discriminant Analysis (GDA)

GDA is a particular generative learning algorithm which works to fit Gaussian distribution to
each class of the data in a separate way to obtain the distribution of different classes [25,26].

3.3.2 Discriminant Analysis (DCA)

DCA is the statistical method that was firstly proposed by [25]. Mainly, its objective is to produce
a separate group of observations, relying on scores on quantitative predictor variables [27].
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4 Experimental Results and Analysis

In this section and the following subsections, the fingerprint database and evaluation criteria will
be presented in detail. Furthermore, the performance findings and the comparison results are also
supplied. The experiment was carried out on a few properties; see Tab. 1 for further information.

Table 1: Experimentation properties description

Hardware Properties
PC HP laptop
Operating system Microsoft Windows 10 64-bit (OS)
RAM 8GB
Processor Intel(R) Core(TM) i7-6500U CPU @ 2.50 GHz 2.60 GHz
Software MATLAB version R2020a
Graphics card Intel® HD Graphics 520 (NVIDIA GTX 950 M)
4.1 Dataset

The SOCOFing dataset [28] was utilized to test the effectiveness of the suggested technique.
SOCOFing consists of 6,000 fingerprint images collected from 600 African people. Each subject’s
fingerprints were taken ten times. Three distinct degrees of obliteration, central rotation, and z-cut have
been performed to obtain synthetically altered replicas of the genuine fingerprints. All of the photos
are in grayscale format. Figs. 6 and 7 show genuine, simple, and hard altered images, respectively.
The dataset can be found at: https://www.kaggle.com/ruizgara/socofing. The prepared datasets were
divided randomly into two subsets: first, 70% of the overall database was used for the training subset.
Second, 30% of the overall database was used for the testing subset. In order to create accurate and
durable findings independent of the training and test datasets, a k-fold cross-validation approach (with
k =10) was utilized.

Figure 6: Samples of fingerprint images in SOCOFing dataset (a) real fingerprint images (b) easy-
altered-central rotation fingerprint images (c) easy-altered-obliteration fingerprint images (d) easy-
altered-z—cut fingerprint images
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(b)

Figure 7: Samples of fingerprint images in SOCOFing dataset (a) real fingerprint images (b) hard-
altered-central rotation fingerprint images (c) hard-altered-obliteration fingerprint images (d) hard-
altered-z—cut fingerprint images

4.2 Performance Evaluation Measures

The classification accuracy can be used to assess the performance of the proposed method. The
following formula can be used to determine the accuracy [29]:

(Tp + Tn)
(Tp + Tn + Fp + Fn)
where True Positive indicates the number of accurately identified changed fingerprint images (Tp).
The number of false negatives (Fn) indicates how many wrongly detected altered fingerprint images

were. False Positives are the number of real fingerprint images that are improperly detected (Fp). True
Negative indicates the number of accurately recognized real fingerprint images (Tn) [30].

Classification Accurcy = x 100 % (1)

4.3 Proposed Performance Evaluation Results

The classification accuracy is calculated by comparing the performance of multiple classifiers
within different features in order to select the best one. Tabs. 2 and 3 show the classification accuracy of
the proposed technique utilizing two feature types and two classifiers across SOCOFing _Easy altered
images and SOCOFing _Hard altered images Database. In terms of feature types, the classification
accuracy of the method was compared, as shown in Figs. 8 and 9.

Table 2: Proposed performance evaluation result across different features, classifiers, and SOCOFing
_Easy altered images database

Feature Classification accuracy (%)
DCA classifier GDA classifier
HOG 75 95

SFTA 78 99
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Table 3: Proposed Performance Evaluation Result across different features, classifiers and SOCOFing
_Hard altered images Database

Feature Classification accuracy (%)
DCA classifier GDA classifier

HOG 70 93

SFTA 71 97
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Figure 8: Detection accuracy of GDA and DCA classifiers based on different features SOCOF-
ing_Easy altered images Database
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Figure 9: Detection accuracy of GDA and DCA classifiers based on different features SOCOF-
ing_Hard altered images Database

Although the same feature vectors are entered into all classifiers, they produce different results,
and the reason is that each classifier contains different characteristics. The following section discusses
the effectiveness of each classifier.
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4.3.1 Effectiveness of GDA Classifier

The accuracy of the GDA classifier is found to be 95% and 99% for HOG and SFTA, respectively,
as shown in Fig. 8. Fig. 8 depicts the classification accuracy of the GDA classifier (blue line). As a
result, it is reasonable to believe the GDA classifier outperforms the DCA.

4.3.2 Effectiveness of DCA Classifier

The DCA classifier is found to be 75% accurate for HOG and 78% accurate for SFTA, respectively,
as shown in Fig. 9. Fig. 9 shows the DCA classifier’s classification accuracy (red line). As a result, the
DCA classifier comes second after the GDA classifier.

The findings show that in both classifiers, the SFTA feature outperformed the HOG feature,
making it the most appropriate feature for fingerprint classification. In both classifiers, the HOG
feature has the second-best feature performance. It is self-evident that the proposed method based on
SFTA will improve classification accuracy.

4.4 Results Comparison with Existing Methods

The proposed method’s performance is compared to the state-of-the-art methods. Tab. 4 shows
the presented method’s classification results as well as a comparison to fingerprint classification
techniques. A comparison will be done between them based on classification accuracy and the size
of feature vector.

As demonstrated in Tab. 4, the proposed method beats other current methods regarding classi-
fication accuracy and low dimension of feature vector, yielding a classification accuracy of 99%. As
illustrated in Fig. 10, the proposed features extraction methodology has fewer feature vector dimension
than most existing approaches, making the methods computationally easier. The two approaches [31]
and [32] produced satisfactory results. They do, however, require 79 feature vectors and 379 feature
vectors, respectively. The high dimension of the feature vector necessitates a significant amount of
computation. The current techniques in [8] and [33] have good accuracy and few features. They do,
however, have the disadvantage of being time-consuming, as seen in Tab. 4. The transform domain is
being employed, which is the critical reason. The performance of [34] is really poor.

Table 4: Fingerprint classification results of the proposed and existing algorithms

Techniques  Li Cevik Ghiani Agarwal  Junior Yang Proposed
etal.[32] etal.[33] etal.[35] etal.[31] etal [34] etal. [S]
Feature SIFT, GLCM, LPQ Statistical, Hogand  j-divergence SFTA
extraction HOG, and DWT Entropy, @ COV entropy on
LBP Haralick, Fourier
and IQM domain
Feature 379 32 256 79 180 20 21
vector dim
Classifier SVM ED SVM SVM Fusion SVM GDA
classifiers
Classification 87 93 80 96 67 91 99

accuracy (%)
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The Existing Methods Results
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Figure 10: Performance evaluation of current methods in various sets of feature vector dimensions

5 Conclusions

To identify people, we need essential distinguishing traits, such as the fingerprint, which is the
most well-known in the field of classification. However, criminals and hackers frequently change their
fingerprints to create fake ones. This paper’s main contribution is presenting a fingerprint classification
approach based on unique texture features, including HOG and SFTA. The features were then passed
into the DCA and GDA classifiers, which were used to classify the source of the fingerprint images.
The tests are carried out on the SOCOFing database. The proposed method has a 99 percent accuracy
and takes very little processing time, making it suitable for fingerprint classification. In the future,
the proposed method could be tested on different fingerprint databases to see whether there are any
concerns with generality. We also go through how to use deep learning techniques.
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