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Abstract: This study focuses on meeting the challenges of big data visualiza-
tion by using of data reduction methods based the feature selection methods.
To reduce the volume of big data and minimize model training time (Tt)
while maintaining data quality. We contributed to meeting the challenges of
big data visualization using the embedded method based “Select from model
(SFM)” method by using “Random forest Importance algorithm (RFI)”
and comparing it with the filter method by using “Select percentile (SP)”
method based chi square “Chi2”tool for selecting the most important features,
which are then fed into a classification process using the logistic regression
(LR) algorithm and the k-nearest neighbor (KNN) algorithm. Thus, the
classification accuracy (AC) performance of LR is also compared to the KNN
approach in python on eight data sets to see which method produces the best
rating when feature selection methods are applied. Consequently, the study
concluded that the feature selection methods have a significant impact on
the analysis and visualization of the data after removing the repetitive data
and the data that do not affect the goal. After making several comparisons,
the study suggests (SFMLR) using SFM based on RFI algorithm for feature
selection, with LR algorithm for data classify. The proposal proved its efficacy
by comparing its results with recent literature.

Keywords: Data Redaction; features selection; Select from model; Select
percentile; big data visualization; data visualization

1 Introduction

The challenge of visualizing a big data collection is difficult. Traditional data presentation meth-
ods have hit a few stumbling blocks as data continues to rise exponentially. Users should be able to spot
missing, incorrect, or duplicate information using visualization tools and approaches. Represented
the big data visualization challenges in (1) Perceptual scalability; (2) Real-time scalability; and (3)
Interactive scalability. There are several opportunities to address the challenges above, including (1)
Data reduction methods based on sampling, filtering, and embedded; (2) Reducing latency based
on pre-computed data, parallelize data processing and rendering, and apredictive middleware [1,2].
This paper used the opportunity of data reduction based on feature selection methods to see their
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impact before analyzing and visualizing the data. The dimensionality of data is expanding across
many fields and applications, and feature selection has become essential in big data mining [3,4]. Thus,
machine learning techniques such as classification algorithms face the “curse of dimensionality” when
dealing with big datasets because of the large numbers of features or dimensions, where small and
informative features subsets are selected utilizing the features selection method. As a result of the high
dimensionality of the data, traditional machine learning fails to perform well on vast volumes of data
[5]. Feature selection (FS) is a set of steps that are used to decide which relevant features/attributes to
include in predictive modeling and which irrelevant features to leave out. It is a very important task
that helps machine learning classifiers reduce error rates, computation time, overfitting, and improve
the accuracy of their classifications. It has shown that it works in many different areas [6]. It is a
preprocessing approach used to identify the essential characteristics of a particular situation. It has
traditionally been used to solve many issues [7]. It is a method of global optimization in machine
learning [8]. However, feature selection has been a hot topic for decades, and improves the efficiency
of data mining and analysis [9]. One of the most challenging tasks is the selection of relevant features
from the initial set of available features. The selection should be to maximize the improvement in
learning performance over the performance of the original feature set [10], as the feature selection
reduces the dimensionality of feature space. So far, several strategies for feature selection have been
presented [11]. Moreover, multiple feature selection frameworks have been established over time.
An examination of their accomplishments and shortcomings may be necessary to appreciate their
strengths and weaknesses [12]. It’s also a crucial step in data mining and pattern recognition difficulties.
Thus, it removes unrepresentative traits or picks a subset of a training dataset to improve performance.
Some of the benefits of performing feature selection are as follows:

• To reduce the impact of the dimensionality curse.
• Avoiding problems caused by overfitting.
• It reduces the amount of time it takes to train a model.
• It is improving the generalization capabilities of models that have been developed.

Generalized feature selection methods may be categorized as filters, wrappers, embedded and
hybrid approaches. Filters are the most common type of feature selection method [13]. Because the
primary goal of the features selection technique is to reduce data volume, speed up training time and
increase the accuracy of model classification, this is effective in the processes of analyzing, mining,
and visualizing big data to meet its challenges. The goal of data analytics is to find patterns in data.
However, in the era of big data, the task is even more difficult [11]. Before big data visualization, the
data must be prepared, cleaned, missing values processed, and extracted the best features affecting the
goal to obtain a reliable visualization to get the best short data set from the original data and help
the decision-maker to make the right decision. Thus, the paper faced the challenges of visualizing big
data by using features selection methods to reduce the features of big data, obtain the best subset of
features affecting the goal, and be analyzed and visualized to know the patterns within the data. The
paper used two feature selection methods, the filter method by using (SP) method with embedded
method by using (RFI) algorithm and compared them to see which one to use before visualizing the
data. Then has been used two classification algorithms to measure the accuracy of the data before and
after the preprocessing and feature selection process of the data based on eight datasets from different
domains with high and small dimensions. The main motive of the study is to find a method that
facilitates the visualization of the large volume of data and the treatment of its problems, where we have
contributed to reducing big data and getting rid of redundant data and data that does not influence
decision-making before the visualization to addressing big data visualization Challenges by the use
of data reduction methods based feature selection. Work was performed using Python on a computer
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with specification Intel(R) Core(TM) i3-2350M CPU @ 2.30 GHz, with (RAM): 4.00 GB, with 64-bit
Operating System, and with Windows 10. This paper is arranged as follows: Section 2 briefly describes
the related works. Section 3 describes the methods used in this study. Section 4 represents the research
methodology used in this study. The results obtained will be explained in Section 5. Finally, Section 6
will be presents the conclusions and future work of this study.

2 Related Works

The authors in [2] suggested the use of some modern visual analytics platforms to overcome
the challenges of big data visualization. The results showed that these platforms could handle most
of the problems people face in general. But there are still problems that need more work, such as
uncertainty and cognitive bottlenecks in people. In [14], the authors explain the problems related
to big data visualization and mention that current developments to meet the challenges focus on
creating tools that enable the end-user to achieve good and fast results when dealing with big data.
But they note that some problems with large data visualization, like how people see large images,
information loss, the need for high performance, and fast image changes, are still not solved and
will be studied in the future. In [15], the authors discussed and studied big data and its visualization,
visualization tools and techniques. Data visualization is an important part of research because the
amount of data is growing so quickly. All organizations can’t buy the domains that are important for
data analysis because they don’t have enough money or the right infrastructure. So, advanced tools
and technologies are needed to analyze big data, so open source data visualization tools are used.
The authors in [16], used ten chaotic maps to make the interior search algorithm (ISA) algorithms
converge faster and be more accurate. The proposed chaotic interior search algorithm (CISA) is tested
on a diverse subset of 13 benchmark functions that have both unimodal and multimodal properties.
The simulation results show that chaotic maps, especially the tent map, can improve the performance
of ISA by a lot. But some challenges still remain. In [17], the authors gave a detailed look at meta-
heuristic techniques that are based on nature and how they are used in the feature selection process.
For the researcher who prefers to design or analyze the performance of divergent meta-heuristic
techniques in solving feature selection problems, research gaps have been identified. The authors in
[18], used five new meta-heuristic techniques based on swarm intelligence. Chaotic variants of satin-
bird optimization (SBO) were used to choose features, and their results were compared. Here, five
different kinds of SBO were made by combining the features of SBO with those of four different
chaotic maps: the circle map, the chebyshev map, the sinusoidal map, the tent map, and the gauss
map. From the experiments, it was seen that the SBO algorithm was more accurate and better at
predicting cardiac arrhythmia than the bGWO, DA, BOA, and ALO algorithms. Also, BOA and
ALO seem to work best when the focus is only on size dimensions. In [19], the authors used seven
different Swarm Intelligence (SI)-based metaheuristic techniques, such as Ant Lion Optimizer (ALO),
Gray Wolf Optimization (GWO), Dragonfly Algorithm (DA), Satin Bowerbird Optimization (SBO),
Harris Hawks Optimization (HHO), Butterfly Optimization Algorithm (BOA), Whale Optimization
Algorithm (WOA), and one hybrid SI-based approach (WOA and Simulated Annealing (SA)) to
find an optimal set of features for bi-objective stress diagnosis problem. Other (SI)-based feature
selection metaheuristic strategies, such as (ALO), (BOA), (GWO), (DA), (SBO), (HHO), and (WOA)
itself, were shown to be less exact and successful than the hybrid approach of (WOA) and (SA). By
selecting the most competent region pointed out by (WOA), the usage of (SA) in (WOA-SA) improved
the exploitation phase. When only a small number of characteristics are required, however, (BOA’s)
performance is found to be good. In [20], the authors looked at the main ideas of FS and how they
have been used recently in big data bioinformatics. Instead of the usual filter, wrapper, and embedded
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FS approaches, they look at FS as a combinatorial (discrete) optimization problem and divided FS
methods into exhaustive search, heuristic search, and hybrid methods. Heuristic search methods can be
further divided into those with or without data-distilled feature ranking. In [1], the authors Identify
challenges and opportunities for big data visualization with a review of some current visualization
methods and tools. These methods and tools could help us see big data in new ways. In [21], the
authors suggested several commonly-used assessment metrics for feature selection. They covered a
variety of approaches to feature selection that are supervised, unsupervised, and semi-supervised,
which are extensively employed in machine learning issues like classification and clustering, some
challenges still remain. In [22], the authors proposed a high-performance solar radiation recognition
model to deal with nonlinear dynamics in time series. We used random forest (RF) and a features
selection strategy, with the help of the moving average indicator, 45 features were taken from the
data on temperature, pressure, wind speed, humidity, and solar radiation. Also, a total of 50 features
have been taken out, along with the five features that were taken out based on the values of the five
parameters that were set before. The forward selection method was used to find the features that will
improve model performance. In [23], the authors suggested that a bagging-based ensemble strategy
improves feature selection stability in medical datasets by lowering data variance, they experimented
with four microarray datasets, each of which had a small number of samples and a high number of
dimensions. They used five well-known feature selection algorithms on each dataset to pick a different
number of features. The proposed method shows a big improvement in the stability of selection while
at least keeping the classification accuracy. In every case, the improvement in stability is between 20%
and 50%. This means that the chances of picking the same features went up by 20 to 50 percent. This
is usually accompanied by a rise in classification accuracy, which shows that the stated results are
stable. In [24], the authors compare and contrast the performance of state-of-the-art feature selection
algorithms on large, high-dimensional data collections, and the goal of the analyses is to look at
how different filter methods work, compare how fast they run and how well they predict, and give
advice on how to use them. Based on 16 high-dimensional classification data sets, 22 filter methods
are looked at in terms of how long they take to run and how well they work when combined with
a classification method. It is concluded that there is no group of filter methods that always works
better than all the others. However, suggestions are made for filter methods that work well on many
of the data sets. Also, groups of filters that rank the features in the same order are found. In [25], the
authors proposed a comparative study to analyze and classify the different selection methods. When a
broad classification of these approaches is conducted, state-of-the-art swarm intelligence-based feature
selection methods are explored, and the merits and shortcomings of the various swarm intelligence-
based feature selection methods are reviewed. In [13], the authors look at how well different types
of feature selection algorithms work together with ensemble feature selection strategies to improve
classification performance. The union, intersection, and multi-intersection procedures are among the
approaches for merging multiple feature selection results. In [26], the authors presented a new hybrid
filter/aggregator algorithm for feature selection (LMFS). This algorithm is effective and efficient;
it was found that the distance-based classes (LSSVM and k-NN) were more suitable for selecting
the final subsets in LMFS from other classifiers. In [27], the authors developed a Hybrid Genetic
Algorithm with Embedded Wrapper (HGAWE) for selecting features in building a learning model
and classifying cancer, the (HGAWE) methodology beats the current combined approaches in terms
of feature selection and classification accuracy, according to an empirical research using simulation
data and five gene microarray data sets. In [28], the authors proposed a new way to choose features
when training examples are only partially labelled in a multi-class classification setting. It is based on a
new modification of the genetic algorithm that creates and evaluates candidate feature subsets during
an evolutionary process, taking feature weights into account and recursively getting rid of irrelevant
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features. Several state-of-the-art semi-supervised feature selection approaches have been tested against
different data sets to see how well our method works. In [29], the authors proposed a greedy search
method for selecting the features subset that would maximize classification results, and the results of
tests, which used standard databases of handwritten words from the real world, showed that the idea
works. A summary of this part. In recent research, different techniques, algorithms, and methods were
used to pick features to reduce the amount of data and get the best-selected subset from the original
set of data. This is one of the positives about the related works. But none of this recent writing has the
function of feature selection to deal with the challenges and problems of big data visualization that
decision-makers face. So, big data visualization still has some problems and needs a lot of work to fix
them. This is one of the negatives about the related works. Thus, this paper proposes data reduction
based on feature selection methods to reduce data volume to meet the problems and challenges of big
data visualization. It give good results, which were presented later.

3 Methods
3.1 Features Selection

Features selection is an important topic in machine learning since it has a big impact on model
performance. Extraneous attributes are removed from models to increase efficiency, make them easier
to understand and reduce runtime. There are three (3) types of feature selection: embedded, wrapper,
and filter [30]. For more clarification, see Fig. 1.

Figure 1: Illustrative example of feature selection

3.1.1 Filter Method

The filter method is a data preparation approach that is extensively utilized. This strategy
combines ranking techniques with the main criteria and selects sorting systems. Before beginning
the classification process, the ranking procedure removes irrelevant features. The benefits of this
method are its simplicity, spectacular outcomes, relevant features, and independence from any machine
learning algorithm [30]. Multivariate statistical approaches are used to evaluate the rank of the
complete feature subset in this category, which is based on the Subset Evaluation. Multivariate
statistical techniques take into account feature dependency, eliminating the requirement for a classifier;
in terms of computing complexity, it is also more efficient than wrapper approaches [31]. The
filter algorithms evaluate the characteristics’ relevancy. A ranking criterion is used to assess feature
significance, and features that score below a certain threshold are deleted. Information gain, stepwise
regression, and PCA are filter-based feature selection methods. This method is quick and does not
require classification algorithms [13]. For example, “SP”(Choose characteristics based on a percentage
of the best results). One of the simplest criteria is the pearson correlation coefficient [32] defined as:

R(i) = covv (xi, Y)√
var (xi) *var(Y)

(1)

where xi is the ith variable, Y is the output (class labels), cov () is the covariance and var () the variance.
Correlation ranking can only detect linear dependencies between variable and target.
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Information theoretic ranking criteria [32] use the measure of dependency between two variables.
To describe mutual Information (MI) we must start with Shannons definition for entropy given by:

H(Y) = −
∑

y

p(y) log(p(y)) (2)

Eq. (2) [32] represents the uncertainty (information content) in output Y. Suppose we observe a
variable X then the conditional entropy is given by:

H(Y |X) = −
∑ ∑

p(x, y) log(p(y|x)) (3)

Eq. (3) [32] implies that by observing a variable X, the uncertainty in the output Y is reduced. The
decrease in uncertainty is given as:

I(Y , X) = H(Y) − H(Y | X) (4)

This gives the MI between Y and X, if X and Y are independent then MI will be zero and greater
than zero if they are dependent. This implies that one variable can provide information about the other
thus proving dependency. The definitions provided above are given for discrete variables and the same
can be obtained for continuous variables by replacing the summations with integrations [32]. The MI
can also be defined as a distance measure given by:

K(f , g) =
∫

f (y) log
(

f (y)

g(y)

)
(5)

The measure K in Eq. (5) is the Kullback–Leibler divergence [32] between two densities which can
also be used as a measure of MI. From the above equations.

3.1.2 Wrapper Method

The wrapped method looks for features that fit each machine learning algorithm. Until an
adequate feature is found, the wrapped strategy is used before and after the machine learning process.
Prediction accuracy and goodness of fit compare classification and grouping features [30]. The
predictor’s performance represents an objective function that is used to evaluate the representativeness
of the feature subset; unlike filter techniques, where during the search technique, many feature subsets
are constructed and examined to evaluate a feature subset, the predictor is trained and tested.
Wrapper techniques allow for interaction between features subset searches and predictor selection
and consideration of feature dependencies. These include genetic algorithms (GA) and particle swarm
optimization (PSO). Wrapper techniques are often computationally expensive because the predictor
must be trained and tested [13]. This technique uses a supervised learning algorithm integrated into
the process when selecting features. It assigns a value to each feature based on the subset evaluation
technique. The correlations and dependencies between them are considered [31]. Multi-objective
genetic algorithm is used to solve the big data view selection problem as a bi-objective optimization
problem [33]. The improved particle swarm optimization is set up to make it easier to evaluate the
credibility of big data found on the web [34].

3.1.3 Embedded Method

Embedded methods keep track of each step of the model training process and look for features that
help for specific steps. The regularisation method is a way to give a value to features that aren’t good
enough by setting a threshold, e.g., the LASSO algorithm, the Elastic Net algorithm, and the Random
Forest Importance (RFI) algorithm [30]. Embedded techniques look for an appropriate feature subset
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as part of the classifier design, reducing the time to reclassify different subsets in wrapper techniques.
The search for features subsets is part of the classifier training process. The SVM, ANN, RFC, and
DT techniques are well-known embedded feature selection classifiers [13]. During the development of
a classifier, the optimal feature subset is sought. The method for determining the appropriate feature
subset varies depending on the classification algorithm in use. The embedded technique has the same
benefits as the wrapper strategy, but it is superior to the wrapper strategy in terms of computational
complexity, which is a considerable benefit [31]. In this study, we focused on using the “SP” method,
which is one of the Filter techniques, and we also used a modern method “(RFI)”. It is one of the
methods of embedded techniques. The objective function is set up in such a way that selecting a feature
maximizes the MI between the feature and the class output while minimizing the MI between the
selected feature and the subset of previously selected features. This is written as the following equation
as equation [32].

I(Y , f ) − β
∑
s∈S

I(f ; s) (6)

where Y is the output, f is the currently selected feature, s is a feature in the already selected subset S,
and b determines the relevance of the MI between the current feature f and the subset S features.
A Neural Network classifier is used to classify the output subset. Because the inter-feature MI
is employed in the calculation to choose the non-redundant features, Eq. (6) will select a better
subset [32].

The mRMR (max-relevancy, min-redundancy) [32] is another method based on MI. It uses similar
criteria as in Eq. (7) given as:

I
(
xj; C

) − 1
m − 1

∑
xl∈Sm−1

I
(
xj; xl

)
(7)

where xi is the math feature in subset S and set Sm−1 is the subset with m 1 features that has been
chosen so far. A two-stage technique is used instead of a greedy algorithm [32].

3.1.4 Hybrid Method

The hybrid approach is made so that both the filter and wrapper approaches can be used. So, it
has both the high performance of the wrapper approach and the efficiency of the filter approach [35].
It is made up of two steps. The first step is to reduce the size of the feature space. Next, the wrapper
method is used to choose the best subset of features. The hybrid model, on the other hand, may be less
accurate because the filter and the wrapper are done in separate steps [36]. The ensemble approach is
based on the idea that the work of a group of experts is better than the work of a single expert [37]. A
single wrapper approach could easily do well in one dataset but badly in another. So, combining more
than one method leads to an overall lower error rate [36].

3.2 Classification Algorithms

Two classification algorithms are used to determine the accuracy of classifying feature subsets
selected using the “SP” and “SFM” methods. These algorithms were used because they gave good
results in the accuracy of data classification through our scientific experiments, and they are compu-
tationally inexpensive and widely used in recent literature. These algorithms do not rely on built-in
feature selection, which is important for measuring the direct impact of feature selection methods on
prediction performance.
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3.2.1 K-nearest Neighbor Algorithm

The KNN rule is one of the most extensively used pattern recognition classification algorithms
because it is simple to learn and performs well in practice. The KNN rule’s performance, on the other
hand, is highly dependent on the availability of a sufficient distance measure across the input space
[38]. The data classification process uses a distance model, namely Euclidean, Minkowski, Manhattan,
Chebyshev use the following equations [39].

Euclidean

√√√√ k∑
i=1

(
xi − yi

)2
(8)

Manhattan
k∑

i=1

|xi − yi| (9)

Minkowski

(
k∑

i=1

(|xi − yi|)q

)1/q

(10)

For example, in the KNN algorithm, using a training set with two classes, a blue square and a
red circle, the KNN method was used to classify an unknown bi-dimensional sample (represented by
the green triangle). Because the bulk of the neighbors in k = 3 are blue squares, the assigned class is a
blue square. However, since most of the closest neighbors are red circles for k = 6, the testing sample
should be categorized as a red circle [40]. Fig. 2 illustrates its operation.

Figure 2: Illustrates its operation [40]

3.2.2 Logistic Regression Algorithm

In the last two decades, LR analysis has grown in popularity as a statistical technique in research.
When the probability of a binary (dichotomous) result is to be predicted from one or more independent
(predicting) factors, it is generally considered the best statistic to apply [41]. The logistic function [42]
is of the form:

p(x) = 1
1 + e−(x−μ)/s

(11)
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where μ is a location parameter (the midpoint of the curve, where p (μ) = 1/2) and s is a scale parameter.
This expression may be rewritten [42] as:

p(x) = 1

1 + e−(β0+81x)
(12)

where β0 = −μ/s and is known as the intercept, and β1 = 1/s. We may define the “fit” to yk at a given
xk [42] as:

pk = p (xk) (13)

Tab. 1 shows hyper parameters with the best value(s) with available range for KNN and LR
algorithms.

Table 1: The hyperparameters used to extract the best value for classifying data by KNN and LR
algorithms

ML algorithms Hyper parameter with the best value(s) Available range

KNN n_neighbors = 5 weights = uniform
leaf_size = 30 algorithm = brute metric
= minkowski

3,5,7,11,13,19,21,23,27,29,31 uniform,
distance, or defined
5,10,15,20,30,35,40,45,50 brute, ball-tree,
kd-tree, auto Euclidean, Manhattan,
minkowsk

LR Penalty = ’L2’ Solver = ‘sag’ C = 1.0
max_iter = 10000

L1, L2 Liblinear, saga, sag (−1)–(1)
10000, 20000, 30000, 40000, . . .

4 Research Methodology

The methodology used in this research is to know the effect of features selection methods and data
preprocessing. This is done by comparing the accuracy of data classification and the training time of
the model. Three different experiments in the methods and algorithms will be applied.

The first experiment: The data sets used in this research are classified through two famous
classification algorithms, namely the “LR” algorithm and the “KNN” algorithm, without prepro-
cessing the data or applying one of the features selection methods. Fig. 3. Experiment 1: illustrates the
methodology of the first experiment.

Experiment Two: The missing data is processed for the datasets. Also, texts are converted into
numbers by “Label Encoder” method. It applies the “Standard Scaler” method to make numbers in a
specified range. The best features affecting the target are selected using the “SFM” method, using the
“RFI” algorithm to extract the most important features. After that, the pre-processed data is entered
into the classification algorithms used in this research to know the effect of pre-processing the data,
with the application of one of the selecting features methods compared to the first experiment. Fig. 3.
Experiment 2: illustrates the methodology for the second experiment.

Feature Selection using “SFM” starts with determining the threshold value to give a boundary
between the features to be selected and the features that will be eliminated, then all features will
be sorted by gini importance score from the smallest to the largest. Furthermore, features with gini
importance score that are below the threshold value will be eliminated. Selected features will be used
in the “RFI”. Steps feature selection in the “SFM” method.
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1. Determine the threshold.
2. Sort the value of the feature.
3. Elimination the feature below the threshold.
4. Enter selected features in Machine Learning Algorithm.
5. Test the Performance of the Model.

The third experiment: The same as the second experiment, but the “SP” method (Select features
according to a percentile of the highest scores using the “chi2” tool. The following percentages have
been tried: 20%, 25%, and 30%) was used to choose the most important features, to explore the
best way between them when dealing with big data analysis and visualization. Fig. 3. Experiment 3:
shows the methodology of the third experiment. Experiments were evaluated by the accuracy of data
classification (See Eq. (14)), model training time (It is the time it takes to train a particular model),
and data reduction rate (See Eq. (15)).

Accuracy = TP + TN
TP + TN + FP + FN

∗100% (14)

Reduction rate = features subset selected
All features

(15)

Figure 3: Architectural design of the feature selection process with classification algorithms

5 Results
5.1 Dataset Description

This paper used eight datasets of different domains and dimensions from two main sites, the
kaggle, and the uci machine learning repository. Including categorical, integer, real. The number of
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features of the data sets used ranges from 8 to 2001. To find out the effect of pre-processing and feature
selection for high- and small-dimensional data by comparing the Model’s classification accuracy and
the Model’s training time. This study aims to determine the best method among the methods used in
this research to deal with the analysis and visualization of big data. Tab. 2 shows the details of the
data sets in terms of the features number and the instance number for each data set, it also shows the
classes number for each data set. The data was split into 20% for testing and 80% for training in all
the methods implemented in this paper.

Table 2: Dataset details

Index Dataset name No. instance No. features Class

1 Diabetes 768 8 2
2 Prostate cancer 101 9 2
3 Heart 303 13 2
4 German credit 1000 24 2
5 Breast cancer 569 30 2
6 Sonar 208 60 2
7 Colon cancer 62 2001 2
8 Bio response 3751 1776 2

5.2 Results Analysis

The results of the three experiments are presented in tabular form. Where, each table represents
the results of an experiment. Tab. 3 presents the results of the first experiment. Where, the first row
represents the number (NO.) of all features (AF) raw for each data set. The second and third row
represent the results of the model’s training time in seconds (Tt (S)) and the “AC” of data classification
with the “LR” algorithm.

The fourth and fifth rows represent the results of the model’s training time in seconds and the
accuracy of data classification with the “KNN” algorithm (See Tab. 3).

Table 3: Results of the first experiment with classification algorithms

Methods Dataset’s name

Diabetes Prostate
cancer

Heart German
credit

Breast
cancer

Sonar Bio
response

Colon
cancer

No. of AF for each dataset 8 9 13 24 30 60 1776 2001
AC of AF + LR 68% 80% 85% 76% 97% 71% 75% 84%
Tt (S) of AF + LR 3.808 0.338 1.376 3.997 3.267 0.048 1338 12.612
AC of AF + KNN 72% 90% 63% 66% 95% 73% 73% 76%
Tt (S) of AF + KNN 0.016 0.012 0.055 0.028 0.011 0.017 5.345 0.092

Tab. 4 shows the results of the second experiment. Where, the first row represents the number of
features extracted after applying the “SFM” method for feature selection.
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The second row represents the percentage of data reduction after applying the feature selection
method to all data sets.

The third and fourth rows represent the model’s training time in seconds and data classification
accuracy with “LR” algorithm after applying the feature selection method.

The fifth and sixth rows represent the model’s training time in seconds and the accuracy of data
classification with the “KNN” algorithm after applying the feature selection method. (See Tab. 4).

Table 4: Results of the second experiment with classification algorithms

Methods Dataset’s name

Diabetes Prostate
cancer

Heart German
credit

Breast
cancer

Sonar Bio
response

Colon
cancer

No. of AF + SFM(RFI) for
each datasets

4 3 7 9 9 21 356 388

Features number reduction
rate

50% 33% 53% 37% 30% 35% 20% 19%

AC of AF + SFM(RFI) + LR 77% 100% 85% 77% 98% 76% 75% 100%
Tt (S) of AF + SFM(RFI) +
LR

0.013 0.007 0.013 0.016 0.096 0.039 117.6 1.365

AC of AF + SFM(RFI) +
KNN

77% 100% 83% 74% 96% 83% 76% 84%

Tt (S) of AF + SFM(RFI) +
KNN

0.003 0.003 0.004 0.007 0.004 0.003 1.119 0.008

Tab. 5 shows the results of the third experiment. The “SP” method was used to determine the
percentage of extraction of the best features. The experiment was carried out on three percentages
(20%, 25%, and 30%).

The first part of the Tab. 5 represents the results of the 20% percentage. Where, the first row
represents the features number (FN) selected when a percentage of 20%. The second row represents
the features number reduction rate of data sets for the above percentage (20%). The remaining rows
represent the model’s training time in seconds and data classification accuracy for the classification
algorithms used in this paper.

The second part of the Tab. 5 represents the results for the 25% percentile. Where, the first row
represents the features number selected when a percentage of 25%. The second row represents the
features number reduction rate of data sets for the above percentage (25%). The remaining rows
represent the model’s training time in seconds and data classification accuracy for the previously
mentioned classification algorithms.

The third part of the Tab. 5 represents the results of the 30% percentage. Where, the first
row represents the features number selected when a percentage of 30%. The second row represents
the features number reduction rate of data sets for the above mentioned percentage (30%). The
remaining rows represent the model’s training time in seconds and data classification accuracy for
the classification algorithms used in this paper (See Tab. 5).
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Table 5: Results of the third experiment with classification algorithms

Methods Dataset’s name

Diabetes Prostate
cancer

Heart German
credit

Breast
cancer

Sonar Bio
response

Colon
cancer

FN of AF + SP = 20% 2 2 3 5 6 12 355 400
Features number reduction
rate

25% 22% 23% 20% 20% 20% 19% 19%

AC of AF + SP = 20% + LR 74% 90% 86% 76% 96% 73% 74% 92%
Tt (S) of AF + SP = 20% + LR 0.025 0.011 0.014 0.018 0.119 0.012 80.51 1.080
Accuracy of AF + SP = 20%
+ KNN

73% 90% 78% 79% 97% 73% 74% 92%

Tt (S) of AF + SP = 20% +
KNN

0.005 0.002 0.007 0.007 0.007 0.005 1.052 0.006

FN of AF + SP = 25% 2 2 3 6 8 15 444 500
Features number reduction
rate

25% 22% 23% 25% 26% 25% 25% 24%

AC of AF + SP = 25% + LR 74% 90% 86% 76% 97% 78% 73% 100%
Tt (S) of AF + SP = 25% + LR 0.029 0.014 0.019 0.027 0.165 0.031 136.08 1.393
AC of AF + SP = 25% +
KNN

73% 90% 78% 77% 97% 78% 75% 92%

Tt (S) of AF + SP = 25% +
KNN

0.006 0.006 0.007 0.008 0.007 0.006 1.897 0.009

FN of AF + SP = 30% 3 3 4 7 9 18 533 600
Features number reduction
rate

37% 33% 30% 29% 30% 30% 30% 29%

AC of AF + SP = 30% + LR 74% 80% 85% 75% 96% 78% 71% 100%
Tt (S) of AF + SP = 30% + LR 0.034 0.015 0.025 0.031 0.173 0.039 217.7 1.44
AC of AF + SP = 30% +
KNN

78% 80% 83% 73% 97% 80% 74% 92%

Tt (S) of AF + SP = 30% +
KNN

0.007 0.008 0.007 0.009 0.008 0.007 1.96 0.1

5.3 Discussion

To analyze the results extracted from the experiments used in this research. Several comparisons
were made to get the best results. Tab. 6 shows the number of features before and after applying the
feature selection methods. Where, the first row represents the number of all the raw features of the data
sets. The second row represents the number of features selected after applying the “SFM” method. The
remaining rows in the table represent the number of features selected after applying the “SP” method
(See Tab. 6 and Fig. 4).
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Table 6: A comparative study between all features and features selected

Methods Dataset’s name

Diabetes Prostate
cancer

Heart German
credit

Breast
cancer

Sonar Bio
response

Colon
cancer

No. of AF for each dataset 8 9 13 24 30 60 1776 2001
No. of AF + SFM(RFI) for
each datasets

4 3 7 9 9 21 356 388

FN of AF + SP = 20% 2 2 3 5 6 12 355 400
FN of AF + SP = 25% 2 2 3 6 8 15 444 500
FN of AF + SP = 30% 3 3 4 7 9 18 533 600

Figure 4: A comparative study between all features and features selected

Tab. 7 shows a comparison of model training time in seconds using “LR” algorithm to classify
data before and after applying feature selection methods. The first row represents the training time
in seconds of the model before applying the feature selection methods. The second row represents the
training time in seconds of the model after applying the “SFM” method for selecting features. The
remaining rows represent the model’s training time in seconds after applying the “SP” method for
percentages used in the research (See Tab. 7 and Fig. 5).
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Table 7: A comparative study the training time of the model with the “logistic regression” algorithm

Methods Dataset’s name

Diabetes Prostate
cancer

Heart German
credit

Breast
cancer

Sonar Bio
response

Colon
cancer

Tt (S) of AF + LR 3.808 0.338 1.376 3.997 3.267 0.048 1338 12.612
Tt (S) of AF + SFM(RFI)
+ LR

0.013 0.007 0.013 0.016 0.096 0.039 117.6 1.365

Tt (S) of AF + SP = 20% +
LR

0.025 0.011 0.014 0.018 0.119 0.012 80.51 1.080

Tt (S) of AF + SP = 25% +
LR

0.029 0.014 0.019 0.027 0.165 0.031 136.08 1.393

Tt (S) of AF + SP = 30% +
LR

0.034 0.015 0.025 0.031 0.173 0.039 217.7 1.44

Figure 5: A comparative study the training time of the model with the “logistic regression” algorithm

Tab. 8 shows a comparison of the model’s training time in seconds using the “KNN” algorithm
to classify the data before and after applying feature selection methods. The first row represents the
training time in seconds of the model before applying the feature selection methods. The second row
represents the training time in seconds of the model after applying the “SFM” method for selecting
features. The remaining rows represent the model’s training time in seconds after applying the “SP”
method for the percentages used in the research (See Tab. 8 and Fig. 6).
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Table 8: A comparative study the training time of the model with the “KNN” algorithm

Methods Dataset’s name

Diabetes Prostate
cancer

Heart German
credit

Breast
cancer

Sonar Bio
response

Colon
cancer

Tt (S) of AF + KNN 0.016 0.012 0.055 0.028 0.011 0.017 5.345 0.092
Tt (S) of AF + SFM(RFI)
+ KNN

0.003 0.003 0.004 0.007 0.004 0.003 1.119 0.008

Tt (S) of AF + SP = 20% +
KNN

0.005 0.002 0.007 0.007 0.007 0.005 1.052 0.006

Tt (S) of AF + SP = 25% +
KNN

0.006 0.006 0.007 0.008 0.007 0.006 1.897 0.009

Tt (S) of AF + SP = 30% +
KNN

0.007 0.008 0.007 0.009 0.008 0.007 1.96 0.1

Figure 6: A comparative study the training time of the model with the KNN algorithm

Tab. 9 shows the comparison of accuracy using “LR” algorithm to classify data before and
after applying feature selection methods. Where the first row represents the classification accuracy
before applying feature selection methods. The second row represents the classification accuracy after
applying the “SFM” method for feature selection. The remaining rows represent the classification
accuracy after applying the “SP” method for percentages used in the research (See Tab. 9 and Fig. 7).
The importance of these results presented is to know the effect of the feature selection methods on the
accuracy of data classification using the LR algorithm.
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Table 9: A comparative study of classification accuracy with the logistic regression algorithm

Methods Dataset’s name

Diabetes Prostate
cancer

Heart German
credit

Breast
cancer

Sonar Bio
response

Colon
cancer

AC of AF + LR 68% 80% 85% 76% 97% 71% 75% 84%
AC of AF + SFM(RFI) +
LR

77% 100% 85% 77% 98% 76% 75% 100%

AC of AF + SP = 20% +
LR

74% 90% 86% 76% 96% 73% 74% 92%

AC of AF + SP = 25% +
LR

74% 90% 86% 76% 97% 78% 73% 100%

AC of AF + SP = 30% +
LR

74% 80% 85% 75% 96% 78% 71% 100%

Figure 7: A comparative study of classification accuracy with the logistic regression algorithm

Tab. 10 shows the comparison of accuracy using the “KNN” algorithm to classify data before
and after applying feature selection methods. Where the first row represents the classification accuracy
before applying feature selection methods. The second row represents the classification accuracy after
applying the “SFM” method for feature selection. The remaining rows represent the classification
accuracy after applying the “SP” method for percentages used in the research (See Tab. 10 and Fig. 8).
The importance of these results presented is to know the effect of the feature selection methods on the
accuracy of data classification using the KNN algorithm.
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Table 10: A comparative study of classification accuracy with the KNN algorithm

Methods Dataset’s name

Diabetes Prostate
cancer

Heart German
credit

Breast
cancer

Sonar Bio
response

Colon
cancer

AC of AF + KNN 72% 90% 63% 66% 95% 73% 73% 76%
AC of AF + SFM(RFI) +
KNN

77% 100% 83% 74% 96% 83% 76% 84%

AC of AF + SP = 20% +
KNN

73% 90% 78% 79% 97% 73% 74% 92%

AC of AF + SP = 25% +
KNN

73% 90% 78% 77% 97% 78% 75% 92%

AC of AF + SP = 30% +
KNN

78% 80% 83% 73% 97% 80% 74% 92%

Figure 8: A comparative study of classification accuracy with the “KNN” algorithm

We conclude from these comparisons that feature selection methods reduce model training time,
higher classification accuracy, and reduce data size while maintaining data quality.

Thus, we concluded that the “SFM” method for selecting features gives us better results when
dealing with large data because it brings all the important features affecting the target, unlike the
“SP” method because it depends on giving a certain percentage, and therefore may not bring all
the features affecting the target, or it may bring advantages to it little effect. Whereas we suggest using
the “SFM” method when dealing with big data analysis and visualization.
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Tab. 11 shows the comparison of model classification accuracy after data preprocessing and
application of “SFM” method for feature selection between logistic regression algorithm and “KNN”
algorithm. (See Tab. 11). The importance of the presented results lies in knowing which algorithm
gives the highest classification accuracy after applying the SFM method for feature selection.

Table 11: A comparative study of classification accuracy between “SFM”-“LR” and “SFM”-“KNN”

Methods Dataset’s name

Diabetes Prostate
cancer

Heart German
credit

Breast
cancer

Sonar Bio
response

Colon
cancer

AC of AF + SFM(RFI) +
LR

77% 100% 85% 77% 98% 76% 75% 100%

AC of AF + SFM(RFI) +
KNN

77% 100% 83% 74% 96% 83% 76% 84%

The results shown in Tab. 11 show that the classification accuracy of the two algorithms was close
to each other, but the (“SFM” + “LR”) algorithm is superior to the accuracy of the KNN algorithm
in most of the data sets, and this is the research proposal, called “SFMLR” (See Fig. 9).

Figure 9: A comparative study of classification accuracy between “SFM”-“LR” and “SFM”-“KNN”

In addition, the recommended proposal “SFMLR” has proven its efficiency by comparing its
results with the results of previous work. It turns out that our proposal often gives more accurate
results. Tab. 12 shows a comparison of the results of the proposal with the results of other methods
of selecting features. Thus, the number in parentheses next to each method represents the features
chosen for its dependent method. This proves that the feature selection methods effectively reduce the
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volume of big data to analyze and visualize the results at a higher speed, accuracy, and more certainty
of the effects of analyses and visualizations. Consequently, we thus faced the challenges of big data
visualization by minimizing data using feature selection methods.

Table 12: A comparative study between the proposal “SFMLR” and other related works

Datasets name Methods Accuracy Ref.

Diabetes FPCA + SVM (4) 72 [43]
SFMLR (4) 77 SFMLR

Prostate cancer SFM + RF (3) 100 [30]
SFMLR (3) 100 SFMLR

Heart SSAPSO + KNN (7) 83 [44]
SFMLR (7) 85 SFMLR

German credit PPA + KNN (8) 78 [45]
SFMLR (9) 77 SFMLR

Breast cancer PSO + Naïve Bayes (10) 81 [46]

PSO + REB Tree (10) 80
PSO + IBK (10) 75
SFMLR (9) 98 SFMLR

Sonar The Enhancement BB
Algorithm (4)

65 [47]

SFMLR (21) 76 SFMLR

Colon cancer ANN (26) 98 [48]
SFMLR (388) 100 SFMLR

Bio response filter methods +
LRR,KNN,SVM

78–80 [24]

SFMLR (356) 75 SFMLR

6 Conclusions and Future Work

By comparing the results of the experiments, the research concludes that the methods of selecting
features have an effective effect in reducing the size of the data while maintaining its quality, reducing
the training time of the model, and higher classification accuracy. Thus, this study contributed a
proposal to address the challenges of big data visualization by using data reduction based on feature
selection methods by SFM using the RFI algorithm for feature selection. With LR algorithm to classify
data. The results were evaluated by accuracy, model training time, and data reduction rate. The results
showed that the proposal proved to be efficient by comparing the results with the recent literature. It
is recommended to use the proposal before big data visualization to get the best subset affected on the
goal to help decision makers to make a more powerful and influential decision on the future of the
company or organization.. In the future, suggest using genetic algorithms (GA) and particle swarm
optimization (PSO) for selecting the features by the wrapper method before visualizing big data.
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