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Abstract: Deep metric learning is one of the recommended methods for the
challenge of supporting few/zero-shot learning by deep networks. It depends
on building a Siamese architecture of two homogeneous Convolutional Neu-
ral Networks (CNNs) for learning a distance function that can map input
data from the input space to the feature space. Instead of determining the
class of each sample, the Siamese architecture deals with the existence of a few
training samples by deciding if the samples share the same class identity or not.
The traditional structure for the Siamese architecture was built by forming
two CNNs from scratch with randomly initialized weights and trained by
binary cross-entropy loss. Building two CNNs from scratch is a trial and
error and time-consuming phase. In addition, training with binary cross-
entropy loss sometimes leads to poor margins. In this paper, a novel Siamese
network is proposed and applied to few/zero-shot Handwritten Character
Recognition (HCR) tasks. The novelties of the proposed network are in.
1) Utilizing transfer learning and using the pre-trained AlexNet as a feature
extractor in the Siamese architecture. Fine-tuning a pre-trained network is
typically faster and easier than building from scratch. 2) Training the Siamese
architecture with contrastive loss instead of the binary cross-entropy. Con-
trastive loss helps the network to learn a nonlinear mapping function that
enables it to map the extracted features in the vector space with an optimal
way. The proposed network is evaluated on the challenging Chars74K datasets
by conducting two experiments. One is for testing the proposed network in
few-shot learning while the other is for testing it in zero-shot learning. The
recognition accuracy of the proposed network reaches to 85.6% and 82% in
few- and zero-shot learning respectively. In addition, a comparison between
the performance of the proposed Siamese network and the traditional Siamese
CNNs is conducted. The comparison results show that the proposed network
achieves higher recognition results in less time. The proposed network reduces
the training time from days to hours in both experiments.
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1 Introduction

Handwritten Character Recognition (HCR) is a computer-based identification of alphabets
and numerals written by natural handwriting [1,2]. HCR systems have been reserved for practical
applications in various disciplines like publishing houses industries, Banking sectors, and Healthcare
organizations [3]. The development of automatic HCR is a motivating area in the field of pattern
recognition and has gained a lot of intense effort. But building a robust HCR system is still a
challenging task due to several reasons. The primary ones are the multiplicity of languages and the
complex instructions of each language, the huge variations in writing styles among humans, and
the unexpected noise on the scanned source images for the handwriting [4]. Dealing and learning
with these constraints in machine learning algorithms requires hundreds or thousands of training
samples to achieve suitable performance. The situation is getting more complicated if only a few labeled
handwritten samples exist. This case can be refereed as few-shot learning in HCR.

Few-shot learning aims to make correct predictions with the restriction of only having a few
training samples for each class [5,6]. It is a trail from machines for imitating human ability in acquiring
new things from very little overlooking. For example, a child can generalize the shape of a “dinosaur”
from a picture in a frame and also can simply identify any person from the first look or by just viewing
a few photos of him. Learning from a few examples like human avoids the effort of collecting labeled
data and reduces computational costs. Few-shot learning can create more robust and general models
that can recognize object-based on fewer data as opposed to the highly specialized models.

Supporting few-shot learning by deep networks is a challenge. The remarkable performance
expansions for deep learning occur when plenty of labeled training samples are available [7,8].
Adjusting the enormous parameters of deep networks requires sufficient labeled data. As a result, the
best deep learning systems lose their ability to generalization in HCR tasks when only a few samples
are available for training. Beside that training deep networks requires big training data, there is also
another restriction that controls the deep network performance. This restriction is that training and
test data must operate in the same feature space. This means that the deep network will be badly acted
when it is tested with classes that have not been seen before in the training phase [9]. This case can be
referred as zero-shot learning.

Metric learning is one of the recommended methods for the challenge of supporting few/zero-shot
learning by deep networks [10]. Deep metric learning depends on building a Siamese architecture of
two homogeneous CNNs that share the same architecture and parameters [11,12]. Fig. 1 represents the
traditional structure of the Siamese architecture. It deals with the existence of a few training samples
in each class by learning the similarity between inputs to differentiate them.

The Siamese architecture is considered a natural data augmentation technique and can create a
large number of training sample pairs from only a few numbers of input characters. Fig. 2 demonstrates
a simple example for the way of Siamese architecture in augmenting the training data. The main
purpose of the generated training sample pairs by the Siamese architecture is to learn a nonlinear
mapping function that enables it to map the extracted features in the vector space in an understandable
way. This way considered that features of similar characters that share the same class identity are close
to each other and conversely features of dissimilar characters that belong to different classes are far
apart. Consequently, the Siamese architecture will be able to discriminate between input characters
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not classify between classes [13]. This characteristic guarantees the network’s generalization ability.
As a result, applying the Siamese architecture will help not only in learning with the existence of few
training samples but also in recognizing zero-shot classes without any extra training options.

Figure 1: The traditional structure of Siamese architecture

Figure 2: Number of training samples can be augmented to k times of the genuine dataset by the
Siamese architecture

The traditional structure for the Siamese architecture used in deep metric learning was built by
constructing twin CNNs from scratch with randomly initialized weights and trained by binary cross-
entropy loss [11,14,15]. Building two networks from scratch is a trial and error, and time-consuming
phase. In addition, training with binary cross-entropy loss sometimes leads to poor margins [16]. So, a
novel Siamese network is proposed to avoid the limitations of traditional Siamese networks in few/zero-
shot HCR tasks.

The proposed network is built by applying transfer learning instead of forming and initializing
two CNNs from scratch. Applying transfer learning by fine-tuning a pre-trained network is typically
much faster and easier than training a network from scratch with randomly initialized weights. The
preferred pre-trained network that is used in building the proposed network is the AlexNet. AlexNet
has a simple deep structure compared with other pre-trained CNNs, but it fails in achieving results and
suffers from overfitting when it is trained with few training data. So, utilizing AlexNet in a Siamese
architecture will be a valid solution for extending its high achieved performance to few-shot tasks. In
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addition, the proposed network is trained by contrastive loss. Contrastive loss works to minimize the
distance among the same class’s samples and maximize it among different classes’ samples. This means
that the network is trained well to the extent that enables it to map features belonging to the same class
close to each other in the feature space and far from features belonging to other classes.

The rest of the paper is organized as follows. Section 2 presents some existing studies in providing
reliable models for few/zero-shot learning in HCR. Section 3 illustrates the steps of building and
training the proposed Siamese network. Section 4 discusses the experimental results and evaluation.
Finally, Section 5 poses the conclusion and suggestions for future works.

2 Related Work

The challenge of supporting few/zero-shot HCR tasks by deep networks can be reduced by
applying one of three methods: data augmentation, meta-learning, and metric learning [10]. In this
section, some of the state-of-the-art studies in each method is introduced.

2.1 Data Augmentation

Data augmentation is interested in providing an approach that can enlarge the number of training
samples. This is committed by generating synthetic samples or edited copies of the existing samples.
Han et al. [17] presented a data augmentation approach based on self-supervised learning for few-shot
Oracle Character Recognition (OCR). The proposed approach was a pre-trained Orc-Bert Augmenter.
The basic objective of Orc-Bert was generating sample-wise augmented samples by converting pixel
format character images into vector format stroke data. The vectorization helped in highlighting the
strokes and points of the character and facilitated adding noise to generate augmented samples.

XUI and JIN [18] supported few-shot learning of Korean ancient character recognition by
proposing an approach that combined two augmentation methods. The first one considered applying
traditional image transformations which were the random affine, elastic distortion, and noise pertur-
bation. While the other method concentrated on generating synthetic samples by using a Conditional
Deep Generative Adversarial Network (CDGAN). This combination helped in expanding the dataset
and reduced the generalization error with a significant margin.

Hayashi et al. [19] suggested a statistical character structure model for preparing a large amount
of image data in the field of HCR. The clue under the proposed model was extracting the strokes that
represented the character structure and acquiring their probability distributions. Then, the augmented
samples of that character were generated using the learned distributions. The generated character
images in this way would cover various handwriting patterns similar to ones written by many people.

2.2 Meta-Learning

The basic thought of meta-learning is to borrow knowledge from formerly trained models for
learning new related low data tasks. Varghese et al. [20] introduced a one-shot rule learning approach
for the challenging task of Malayalam Character Recognition (MCR). The main contribution of the
introduced approach was using a logic program declarative bias. As it facilitated reasoning at the meta-
level and helped in reducing the search space for hypothesis derivation by allowing transfer bias from
one problem to another related problem. Consequently, the rules of each character were learned in a
visually acceptable way.

Zhang et al. [21] proposed an Adversarial Feature Learning (AFL) model for representing
the big contrast between handwriting styles. The contribution of applying AFL was utilizing prior
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knowledge of standard printed characters to develop writer-independent semantic features. This
property combined the strengths of generative and discriminative models and aided in making a better
classification.

Jaramillo et al. [22] applied transfer learning to borrow knowledge that aided in HCR with small-
size training datasets. Parameters learned from a previously trained model with thousands of samples
were borrowed in target HCR problems with a few samples. Also, Sadouk et al. [23] developed a
transfer learning system by introducing a pre-trained Phoenician ConvNet and utilizing it in a series
of experiments on different target alphabet datasets.

2.3 Metric Learning

This method depends on a Siamese architecture for learning a distance function that can map the
input data from the input space to the feature space. Shaffi et al. [15] built a robust deep metric model
based on the Siamese CNN for the problem of few-shot learning in Tamil HCR. Each CNN in the
Siamese architecture was a five-layer deep network and optimized by binary cross-entropy loss. The
model achieved an optimal accuracy with just 40-shots per class.

Dlamini et al. [24] introduced a one-shot learning author verification approach based on the
handwritten characters by applying a Siamese architecture. A twin CNN was built, each one composed
of three convolutional layers and three fully connected layers. The introduced approach was trained
by the pairwise-loss.

Li et al. [14] considered that learning discriminative features in the availability of few training data
for Handwritten Chinese Characters (HCC) was a template matching problem. So, a deep template
matching model was introduced and built by a Siamese CNN. A collection of machine-printed images
generated by a font of Microsoft YaHei were used with the available few handwritten samples for
training the model. So that, the network learned a comprehensive similarity metric which enabled it to
distinguish between the template and handwritten characters and generalize to zero-shot characters.

Sokar et al. [25] introduced a generic one-shot classification system for the area of Optical
Character Recognition (OCR). The proposed system was based on deep Siamese CNNs and Support
Vector Machines (SVMs). Firstly, the Siamese CNN was trained to learn a non-linear mapping
function then one of the twin networks in the Siamese CNN was used as a feature extractor to train
the SVM classifier. Evaluating the proposed system was performed on different domains of Arabic
OCR tasks.

In this paper, a metric learning approach is proposed for few/zero-shot HCR tasks. Most state-of-
the-art Siamese architectures used in metric learning were built by initializing two CNNs from scratch
and trained by binary cross-entropy loss. Building two CNNs from scratch is a trial and error and
time-consuming phase. So, the proposed approach introduces a novel Siamese network that is built by
applying transfer learning and using the pre-trained AlexNet CNN to be the feature extractor in the
Siamese architecture. Fine-tuning pre-trained models achieves fast and not complex training rather
than training from scratch. In addition, the proposed network is trained by contrastive loss instead of
the traditional binary cross-entropy.

3 The Proposed Siamese Network

This section explains the basic steps of building the proposed Siamese network. Fig. 3 summarizes
these steps in a block diagram and then the detail of each step is discussed in the following subsections.
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Figure 3: Block diagram for summarizing steps of building and training the proposed network

3.1 Image Preprocessing

The main purpose of preprocessing step in the proposed network is to reduce large variations
of the writing styles by unique the thickness, size, and center of each character. This guarantees that
the network in the training phase extracts optimal discriminative features of the input characters in a
time-saving way. The main issues of preprocessing that are considered to be applied for the proposed
network are resizing, conversion, noise removal by applying a Gaussian filter followed by unsharp
masking, and binarization. Fig. 4 displays a sample of a handwritten character after each step of the
considered preprocessing.

Figure 4: Preprocessing issues considered for the proposed network

3.2 Creating Pairs of Similar and Dissimilar Images

Training the proposed network entails reshaping the full set of preprocessed training samples to
be a balanced set of similar and dissimilar image pairs [26]. Each similar image pair is two different
handwritten samples of the same character and conversely, each dissimilar image pair is two different
handwritten samples for different characters. Algorithm 1 concludes the followed steps in producing
a stable set of similar and dissimilar pairs of handwritten characters in the proposed network.
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Algorithm 1: Steps of generating training paired images.
1. Let the full set of training samples is X and the set of training pairs is S.
2. Randomly select two samples (X1, X2) from (X) .
3. If X1, X2 are the same sample, continue (2).
4. If X1, X2 are different samples for the same character, set label to 0; If X1, X2 are different samples

for different characters, set label to 1.
5. Form a pair of training sample, which is s :(X1, X2, 0) or (X1, X2, 1).
6. If s does not exist in S, add it, otherwise, continue (2).
7. When the number of training sample pairs in S reaches the set-point, end.

3.3 AlexNet Fine-tuning

AlexNet is a CNN model proposed by Krizhevsky et al. [27]. The architecture of AlexNet consists
of 25 layers, eight of them are learnable layers (five convolutional and three fully connected). It
trained on approximately 1.2 million high-resolution images from the ImageNet database to classify
1000 different object categories. The total learned weights and biases of AlexNet exceeded 60 million
parameters [28].

Several studies were succussed in utilizing the previously learned parameters of AlexNet for
extracting features in numerous HCR tasks [29,30]. It is observed that every time the training set
increases, the AlexNet recognition rate also increases. As a result, AlexNet suffers from overfitting
when it is applied for classifying few-shot HCR tasks [31]. Utilizing AlexNet in a Siamese architecture
will be a valid solution for such a problem. The Siamese architecture reformulates the few input
samples to be an enormous number of training input pairs. So, using AlexNet as a feature extractor
in the Siamese architecture will 1) lead to easy and fast training, and 2) make AlexNet more suitable
for few-shot learning.

Hua et al. [28] compared five different fine-tuning settings for AlexNet. Each setting determined
which layers would be frozen and which ones would be eliminated or replaced to make AlexNet suitable
for new target models. Fig. 5 summarizes these settings. We find that Setting D is an optimal fine-tuned
AlexNet for the proposed network. Setting D indicates that all the AlexNet’s Convolutional Layers
(CLs) and the first Fully Connected (FC) layer are frozen. These layers are usually responsible for
creating a feature map for the detected features in the input. But the last fully connected layers are
eliminated and no SoftMax or classification layers are added.

3.4 Building Siamese Architecture Using the Fine-tuned AlexNet

Fig. 6 explains the total structure of the proposed Siamese network. Each subnetwork in the
proposed Siamese architecture is formed by a fine-tuned AlexNet. As the Siamese architecture accepts
a couple of images at once, each AlexNet parallelly receives an image to extract its corresponding
features. The extracted features by each one is an output vector mapped in the feature space. The
two output vectors will be mapped behind together if the two inputs are belonging to the same class.
Conversely, if the two inputs are belonging to different classes, the two output vectors will be mapped
far from each other. The distance metric between the two output vectors is the Euclidean distance and
is calculated as Eq. (1).

d = ||f (x1) − f (x2)||2 (1)
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Figure 5: Different settings for fine-tuning AlexNet (Setting D fits the proposed network)

Figure 6: The proposed Siamese network

Reshaping the value of d to be a probability between 0 and 1 is needed in determining the decision
label. So, a sigmoid operation is applied based on Eq. (2) to determine a meaningful similarity score.
If the output vectors are sufficiently close in the feature map, then the system will decide that the input
images are similar and belonging to the same class. Otherwise, they are dissimilar and belonging to
different classes. The final decision (D) of the system depends on Eq. (3).

S (d) = 1
1 + e−d

(2)

D =
{

0 if d < 0.5
1 if d ≥ 0.5

(3)
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3.5 Defining the Network Loss Function

Making an adaptive estimation during training between the proposed network decisions and the
ground truth is considered by applying contrastive loss function. Contrastive loss has achieved an
optimized weight learning compared with the binary cross-entropy [16]. Contrastive loss function is
calculated as Eq. (4).

loss (D, Y) = (1 − y) (d)
2 + y [max ((m − d) , 0)]2 (4)

where y is the true label (y = 1 for dissimilar pairs, y = 0 for similar pairs), m is a hyper-parameter
called margin and has a value more than zero.

The first part of Eq. (3) is related to loss of similar pairs. As indicated in Fig. 7a, for any similar
pair, the value of d is small and near to zero, and square of d is extremely small. So, the network decides
that the two images are similar. As a result, the predicted label will be equal to the true label. So, the
calculated loss will be near to zero, and the learned weights are not needed to be changed. In contrast,
if the loss value is large this implies that the predicted distance between the two images is different
from the actual distance. In this case, the network will be optimized to minimize the distance between
similar image pairs.

Figure 7: An illustration for the feature mapping in the proposed network

The second part of Eq. (3) is considering the loss of dissimilar pairs. For any dissimilar pair, the
value of d is large as indicated in Fig. 7b, and the difference between m and d is a negative value, so 0 is
taken as the maximum value in the equation and the loss will be zero. This signifies that the predicted
label is equal to the actual label. In contrast, if the value of d is small then the difference between m
and d will be the m value, so m is taken as the maximum value and the loss will be large. In this case,
the network will be optimized to maximize the distance between dissimilar image pairs.

Minimizing the total loss in the proposed network is considered by applying the Adaptive Moment
Estimation (ADAM) optimization algorithm. ADAM combined advantages of two algorithms: the
gradient descent with momentum algorithm and the Root Mean Square Propagation (RMSProp)
algorithm [32]. This combination gives it ability to update network weights repeatedly by maintaining
a learning rate for each parameter instead of applying only a single learning rate for all weight updates.
Besides that, the exponentially decaying averages of past squared gradients are stored. These abilities
help ADAM to converge faster.

4 Experimental Results and Evaluation

In this section, two experiments are conducted. The first one is for evaluating performance of the
proposed network in few-shot learning. While the second one is for evaluating it in zero-shot learning.
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One of the official datasets is used in our experiments which is the Chars74K package [33,34]. All
experiments are implemented in MATLAB 2021a on a personal computer Intel Core i7 with 2.60 GHz
processor and 16 GB of RAM.

4.1 Datasets and Experiments Description
4.1.1 Chars74k Datasets

Chars74K package comprises two datasets of handwritten characters. The first dataset is the
EnglishHnd which consists of 62 classes of English characters (0 − 9, A − Z, a − z). Each class has 55
different handwritten samples of the same character. Each sample is an RGB image of size 900×1200.
While the second dataset is the KannadaHnd which covers 657 classes of Kannada characters. Each
class has 25 handwritten samples that have the same type and size of English characters. Fig. 8 shows
some samples from each dataset.

Figure 8: Samples of Chars74K datasets (the first row represented samples from EnglishHnd dataset
and the second row represented samples from KannadaHnd dataset)

4.1.2 Experiments Description

The proposed network is trained on each dataset separately to conduct two experiments (A and B).
The details, and the purpose of each experiment are summarized as follows:

� Experiment (A): This experiment is performed on EnglishHnd dataset. The high challenge of
this dataset is due to some troubles in the writing style of English characters. One of these
troubles is the shape of capital and small samples in some letters are very close to each other.
Such as letters c, k, o, x, and z. Another trouble is the shape of some digits is near to shape
of some letters. Such as letter o and digit 0. This makes difference between some classes
hardly observable. We intend to exploit this challenge for testing the proposed network in
distinguishing new unseen samples that belong to seen classes in the training phase (few-shot
learning experiment). So, all the samples of each class in EnglishHnd dataset are divided to
∼ 30% for training ( 17 samples) and ∼ 70% for testing (38 samples).

� Experiment (B): This experiment is performed on KannadaHnd dataset. The high challenges
of this dataset are due to the large-scale vocabularies and the complicated structural hierarchy
of kannada characters. This makes number of the dataset’s classes extremely large. We intend
to exploit this challenge for testing the proposed network in distinguishing samples that
belong to unseen classes in the training phase (zero-shot learning experiment). So, classes of
KannadaHnd dataset are divided to 70% for training (467 class) and ∼ 30% for testing (200
class).

4.2 Preprocessing and Training Setting
4.2.1 Preprocessing Setting

Firstly, all images are resized to have the same input size of AlexNet which is 227 × 227 and
converted to be gray scale images rather than RGB. The needed time for processing colored image is
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threefold longer than the needed time for processing a grayscale one. Secondly smoothing images and
reducing the level of noise are considered by applying an unsharp masking followed by Gaussian filter
with kernel value equal to 2. Finally, all images are binarized with Luminance threshold equal to 0.9.

4.2.2 Training Setting

After generating the training sample pairs, the proposed network’s parameters are adjusted. The
batch size is set to 180, this means that the network is trained by 180 paired images at each iteration on
the training loop. For ADAM optimization, the value of margin, learning rate, gradient decay factor,
and squared gradient decay factor is set to 0.3, 0.0001,0.9, and 0.99, respectively. In addition, the
trailing average gradient and trailing average gradient-square decay rates are initialized. Finally, after
specifying training options, the proposed network is trained for 10000 iterations.

4.3 Experimental Results
4.3.1 Experiment (A) on EnglishHnd Dataset

The loss of the proposed network almost converges to zero after the specified training iterations.
This denotes that the network reaches to an optimal weight learning and generates a correct mapping
function. Such function enables it to map the extracted features from same class’s images close to each
other and the features from different classes’ images far apart. Fig. 9 displays a test batch of image
pairs with the proposed network’s prediction and similarity score, and the ground truth label.

Figure 9: Test batch of size 15 to visually verify if the proposed network correctly recognizes similar
and dissimilar new test samples of EnglishHnd dataset

From the test samples appeared in Fig. 9, it is observed that even though the proposed network
trained with few samples for each class, but it achieves high success in distinguishing the characters’
classes. The proposed network proves its ability in 1) recognizing writing variations of characters
belong to the same class such as test pairs (1), (4), (5), (9), (11), and (15). 2) Distinguishing dissimilar
characters that belong to different classes but have similar form of writing such as test pairs (2), (6),
(8), (10), (12), (13), and (14). For errors that occurred by the proposed network in the test pairs (3) and
(7), it may be due to incorrect writing that causes outliers.
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Training the proposed network using contrastive loss instead of binary cross-entropy loss helps
in increasing the performance. Tab. 1 displays the recognition results of the proposed network under
two training cases. The first case when it is trained by contrastive loss while second case when it is
trained by binary cross-entropy loss. Training with contrastive loss achieves the highest recognition
results according to four measures: accuracy, precision, recall, and specificity.

Table 1: Performance of different training cases for the proposed network on EnglishHnd dataset

Recognition measure Accuracy (%) Precision (%) Recall (%) Specificity (%)

The proposed network trained
by contrastive loss

85.6 98.5 79.3 97.7

The proposed network trained
by binary cross-entropy

83.3 96.7 76.7 95.3

For evaluating the proposed network on few-shot learning, its performance is compared with the
performance of traditional Siamese CNN on EnglishHnd dataset. The Siamese CNN that used in the
comparison is built by following the same architecture that was introduced in [11]. It was considered
the default structure for the Siamese architecture. Each subnetwork was a CNN with four CLs and
one FC. In addition, binary cross-entropy loss was used in training. Tab. 2 presents the results of the
comparison.

Table 2: Comparison between performance of the proposed network and traditional Siamese CNN
on EnglishHnd dataset

Model Training time
(10000 iteration)

Accuracy
(%)

Precision
(%)

Recall
(%)

Specificity
(%)

Proposed
Network

12 h 85.6 98.5 79.3 97.7

Siamese CNN 98 h 83.9 96.8 76.3 95.7

Tab. 2 indicates that training the proposed network takes time approximately
1
8

the training time of

traditional Siamese CNN. Applying transfer learning by using a pre-trained CNN with learned weights
leads to faster training than building a CNN from scratch with initial weights. In addition, training
the Siamese AlexNet with contrastive loss helps in increasing the network performance compared with
binary cross-entropy loss used in the Siamese CNN.

For further evaluations on EnglishHnd dataset, recognition results of the proposed network are
compared with recent state-of-the-art classification models used for it. Tab. 3 shows results of the
comparison. It is remarked that the state of the art deep model represented in [35] was applied data
augmentation technique with AlexNet to overcome the existence of few training samples. However,
the proposed network achieves the highest recognition accuracy without any augmented data. The
Siamese architecture can create enormous training sample pairs from a few samples without affecting
the model size. So, the proposed network is considered a more robust and general recognition model
for few-shot HCR tasks.
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Table 3: Recognition results for the state-of-the art classification models and the proposed network on
EnglishHnd dataset

Model Recognition results (Accuracy (%))

Random forest algorithm + extra tree classifier [36] 68.23
Data augmentation + AlexNet [35] 78
Data augmentation + Adjustment Convolution Network
(ACN) [37]

79.4

The proposed network (Siamese AlexNet trained by
contrastive loss)

85.6

4.3.2 Experiment (B) on KannadaHnd Dataset

This experiment differs from the experiment (A), It concentrates on testing the proposed network
in recognizing handwritten characters from zero-shot classes. Fig. 10 displays results of the proposed
network on a test batch of image pairs that belong to new classes not seen before in the training phase.
Results submitted that extracted features from the proposed network are strong enough for acquiring
the generalization ability. Even though training is done with the existence of few samples.

Figure 10: Test batch of size 9 to visually verify if the proposed network correctly recognizes similar
and dissimilar new test classes of KannadaHnd dataset
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Tab. 4 shows recognition results of the proposed network on zero-shot learning under the two
training cases (mentioned before in experiment (A)). Results prove that training with contrastive
loss helps in improving performance of the proposed network on zero-shot learning. In addition.
For evaluating the proposed network on zero-shot learning, its performance is compared with the
performance of traditional Siamese CNN on KannadaHnd dataset. Tab. 5 represents results of the
comparison which assures ability of the proposed network in outperforming traditional Siamese CNN
in zero-shot learning.

Table 4: Performance of different training cases for the proposed network on KannadaHnd dataset

Recognition measure Accuracy (%) Precision (%) Recall (%) Specificity (%)

The proposed network trained
by contrastive loss

82 91.1 79.7 86.1

The proposed network trained
by binary cross-entropy

80 90.9 76.9 85.7

Table 5: Comparison between performance of the proposed network and traditional Siamese CNN
on KannadaHnd dataset

Model Training time
(10000 iteration)

Accuracy
(%)

Precision
(%)

Recall
(%)

Specificity
(%)

Proposed network 13 h 82 91.1 79.7 86.1
Siamese CNN 239 h

(∼ 10 days)
81.2 91 76.1 85.9

There are no recent state-of-the-art models that used KannadaHnd dataset for zero- shot learning
to do further evaluations on the dataset. So, the models that test this dataset for solving the challenge
of few-shot learning are only stated. Even though, few-shot learning is considered more easier than
zero-shot learning, but the proposed network outperforms three models as shown in Tab. 6.

Table 6: Recognition results of the state-of-the-art classification models and the proposed network on
KannadaHnd dataset

Model Recognition results (Accuracy (%))

Artificial neural network (ANN) + histogram of
oriented gradients (HOG) [38]

53.4%

CNN [39] 57%
Transfer learning from Devanagari handwritten
recognition system + VGG19 NET [40]

73.51%

The proposed network (Siamese AlexNet trained by
contrastive loss)

82%
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4.4 Discussion

The two experiments are conducted to test behavior of the proposed network on few-and zero-shot
learning in HCR. In experiment (A), the samples of EnglishHnd dataset are divided to 30% for training
and 70% for testing. The proposed network is tested in recognizing new samples of classes appeared
in training but have few training samples. But in experiment (B), the classes of KannadaHnd dataset
are divided to 70% for training and 30% for testing. The proposed network is tested in recognizing
the new classes that not seen before in training while the appeared classes also have only few training
samples.

Building the proposed network by utilizing AlexNet in a Siamese architecture instead of training
a Siamese CNN from scratch helps in reducing the training time by a significant margin. Training
Siamese CNN from scratch takes approximately 4 days on EnglishHnd dataset and 10 days on
KannadaHnd dataset. Both datasets contain few training samples in each class, but KannadaHnd
dataset contains large number of classes compared with EnglishHnd dataset. This is the reason that
makes training from scratch in KannadaHnd dataset takes longer time. On the other hand, Fine-
tuning Siamese AlexNet for the two datasets reduces the training time from days to hours. Fine-tuning
Siamese AlexNet for EnglishHnd and KannadaHnd takes approximately 12, and13 hours respectively.

In addition, training the Siamese AlexNet by contrastive loss function improves total performance
of the proposed network. The comparative results show that training by contrastive loss achieves
high recognition results compared with training by binary cross-entropy loss that was used in
traditional Siamese architectures. Finally, the proposed network outperforms recent three states of
the art classification models used for EnglishHnd dataset. The existed state-of-the-art models on
KannadaHnd dataset were tested for few-shot learning not zero-shot learning. Even though, zero-
shot learning is considered more difficult than few-shot learning, but the proposed network also
outperforms three recent states of the art models applied for KannadaHnd dataset.

5 Conclusion and Future Work

In this paper, a novel Siamese network is proposed for supporting few/zero-shot HCR tasks.
The proposed network is built by utilizing transfer learning. The pretrained AlexNet is used to be
the feature extractor in the Siamese architecture instead of building twin CNNs from scratch with
initialized weights. Applying transfer learning guarantees fast and not complex training. In addition,
the proposed network is trained with contrastive loss instead of the traditional binary cross-entropy.
Two experiments are conducted using Chars74K datasets to evaluate the proposed network in few-
and zero-shot learning. For the few-shot learning experiment, even though the proposed network is
trained by 30% of training data which holds only 17 samples. But its recognition accuracy reaches to
85%. For the zero-shot learning experiment, the recognition accuracy of proposed network reaches to
82% when it is trained by 70% of classes and tested on 30% of unseen classes. The proposed network
achieves higher recognition results than the traditional Siamese CNN in terms of accuracy, precision,

recall, specificity, and training time. Training the proposed network takes time approximately
1
8

the

training time of traditional Siamese CNN. In addition, the proposed network achieves the highest
recognition results compared with recent state-of-art on Chars74K datasets.

For future work, we intend to build the proposed network by utilizing a deeper transfer learning
model such as GoogleNet, and VGG16 and test it in different few/zero shot learning domains.
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