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Abstract: A system for classifying four basic table tennis strokes using
wearable devices and deep learning networks is proposed in this study. The
wearable device consisted of a six-axis sensor, Raspberry Pi 3, and a power
bank. Multiple kernel sizes were used in convolutional neural network (CNN)
to evaluate their performance for extracting features. Moreover, a multiscale
CNN with two kernel sizes was used to perform feature fusion at different
scales in a concatenated manner. The CNN achieved recognition of the four
table tennis strokes. Experimental data were obtained from 20 research partic-
ipants who wore sensors on the back of their hands while performing the four
table tennis strokes in a laboratory environment. The data were collected to
verify the performance of the proposed models for wearable devices. Finally,
the sensor and multi-scale CNN designed in this study achieved accuracy
and F1 scores of 99.58% and 99.16%, respectively, for the four strokes. The
accuracy for five-fold cross validation was 99.87%. This result also shows that
the multi-scale convolutional neural network has better robustness after five-
fold cross validation.
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1 Introduction

Motion capture systems can effectively detect human movements. Motion capture systems based
on inertial sensors have been used in various studies because their small size, low cost, and adaptability
to different environments enable them to be integrated with wearable devices for the monitoring and
recording of body movement [1]. Athletes have used wearable devices to monitor their training and
movements to improve their fitness and performance [2—4]. Scientific training methods and equipment
are highly valued in athletics. Conventional training equipment and methods that lack theoretical
basis have been gradually replaced or improved by new methods through continual testing and by
accumulating training experience. Thus, wearable devices are widely used in studies of various human
activities [5-7].
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In sports competitions, particularly individual sports, motion analysis is advantageous for athletes
because the results can provide them with useful feedback on performance; this feedback can be used
to improve performance with corrective exercises. Experiments on applications of motion analysis in
sports are becoming more common. For example, Malawski studied motion in fencing by placing two
nine-axis sensors on the elbow and chest of athletes to collect data. They then used a linear support
vector machine to analyze fencing accuracy and fencing footwork [8]. In rowing, Worsey et al. reviewed
various related studies and noted that most researchers placed sensors on rowing equipment to monitor
rowing performance [9]. In swimming, Guignard et al. placed two nine-axis sensors on the upper and
lower arms of swimmers to analyze swimming performance [10]. In running, Struber et al. used an S-
Move system consisting of five nine-axis sensors to achieve three-dimensional automatic and dynamic
gait analysis [11]. In table tennis, Tabrizi et al. developed a forehand stroke evaluation system with a
single nine-axis sensor to provide players, particularly new players, actual practice with three forehand
strokes [12].

Although wearable devices are widely used in data collection for various human actions, the
positioning of the devices on the body must be related to the action being studied; otherwise, the
accuracy of action recognition will be reduced. Placing sensors in optimal positions is key for action
recognition [13,14]. Therefore, some studies on wearable devices have used multiple sensors to improve
accuracy. However, placing multiple sensors on different parts of the body can be difficult, inhibiting,
or uncomfortable for research participants [15]. The number of sensors must also be considered
for motion capture in some sports. Studies have analyzed and predicted physical activities through
appropriate experiments. Therefore, to obtain optimal table tennis data for subsequent activity analysis
and estimation, this study referred to studies of racket sports, such as badminton and table tennis, in
[16,17]. In these studies, different accelerometer, gyroscope, or magnetometer placements on the body
may affect action recognition accuracy. According to the results of [16] and [17], a single sensor had
the highest accuracy when worn on the wrist. Therefore, a single sensor was placed on the wrists of
the participants for data collection in this study.

Artificial intelligence techniques have also matured in recent years. Some studies have com-
bined wearable devices with artificial intelligence to achieve more accurate action recognition.
Lawal et al. used accelerometers and gyroscopes to measure motion for seven different parts of the
human body and applied a dual-channel convolutional neural network (CNN) for data classification.
The CNN was able to obtain an F1 score of 90% on a public database. The results revealed that using
complementary data from both accelerometers and gyroscopes for different body parts enabled the
system to effectively classify actions, and data from sensors on the neck and the waist had a greater
effect on action recognition accuracy [ §]. Gholamiangonabadi et al. proposed a leave-one-subject-out
cross-validation network architecture. The network comprised six feedforward neural networks and
CNNs, and 10-fold cross validation was used for human action recognition. The accuracy reached
99.85% [19]. Tufek et al. used ZigBee modules to automatically collect human action data. Due
to the imbalanced data in the data set, they used data augmentation to improve the performance.
The last three layers of the long short-term memory (LSTM) network they used had the highest
accuracy of 93% [20]. Biithe et al. placed a single sensor on a tennis racket and had two sensors
attached to player’s shoes to capture data related to arm movements and footwork during a shot.
A longest common subsequence algorithm was used, and five shots and three footwork patterns
were recognized, and accuracy of shot and footwork recognition was 94% and 95%, respectively [21].
Brzostowski et al. used a Pebble smartwatch to collect acceleration data and used mel-frequency
cepstral coefficients for feature extraction. Subsequently, principal component analysis was used to
reduce the dimensionality of the data, and finally k-nearest neighbors and logistic regression models
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were employed to perform 10-fold cross validation on tennis shots. The accuracy of the k-nearest
neighbors and logistic regression models were 82.22% and 87.99%, respectively, whereas the accuracy
of the leave-one-out cross validation was 82.16% and 87.16%, respectively [22]. Pei et al. used a six-axis
sensor for data collection and trained a model with a 50% overlapping register window and gravity,
and the model achieved 98% accuracy for shot detection. It achieved 96% accuracy for three types
of shot recognition and 80% accuracy for two types of spin recognition [23]. Pardo et al. placed six-
axis sensors on participant wrists and waists for data collection and used a CNN to classify four
shots in tennis and seven non-tennis activities with a mean accuracy of 99% [24]. Yen et al. used deep
learning with feature fusion method into wearable sensor devices for human activity recognition and
the accuracies in tenfold cross-validation were 99.56% and 97.46%, respectively [25].

Different deep learning networks are suitable for application in different fields. To determine the
suitable deep learning network for action recognition, certain studies have used multiple networks for
testing. Sansan et al. analyzed deep learning networks suitable for activity recognition and compared
their performance in terms of accuracy, speed, and memory. Deep learning networks such as CNN,
LSTM, bidirectional LSTM, gated recurrent unit, and deep belief networks were compared, and 10
groups of public databases were analyzed. Each dataset included acceleration and angular velocity
data for different body parts. The analysis results for various networks revealed that CNN was
effective for capturing activity signals and identifying correlations between sensors. In most cases,
it had excellent performance with faster response speed and lower memory consumption than other
networks. Sun et al. used multi-feature learning model with enhanced local attention and lightweight
feature optimized CNN with joint learning strategy for vehicle re-identification [26,27]. In summary,
wearable sensors have been widely used to classify actions, and sensor positioning has a substantial
effect on the accuracy of action recognition. To accurately recognize the four table tennis strokes (i.e.,
forehand, backhand, forehand cut, and backhand cut), the sensors were placed on the back of the
hands of the participants. Several tests revealed that hand movements had a greater correlation with
the data collected for strokes. Thus, acceleration and angular velocity data of the hand measured by
an accelerometer and gyroscope, respectively, can be used in an artificial neural network for action
recognition.

The rest of this study is organized as follows. Section 2 describes the hardware architecture of
the wearable device, data recording conditions, sensor calibration methods, and distribution of the
recorded database data in the training, validation, and test sets. Section 3 explains the motion signal
acquisition, data measurement method, input format, and network architecture. Section 4 introduces
the calculation methods for evaluation metrics and accuracy used in the experiment. Section 5 presents
the experimental results for different convolutional networks and discusses the evaluation results.
Finally, Section 6 is the conclusion.

2 Experimental Setup
2.1 Hardware Architecture

The wearable device used in this study comprised a Raspberry Pi 3, a six-axis sensor (MPU-6050),
and a power bank with a capacity of 10050 mAh. Because the power bank must provide power to
the Raspberry Pi 3 for a long time during data measurement, its large volume and weight may affect
participant performance. Therefore, the power bank was tied to the waist, the Raspberry Pi 3 was fixed
on the arm, and the six-axis sensor was installed on the back of the hand to collect the acceleration and
angular velocity values of different strokes as input data for the deep learning network proposed in
this study. Because there are two types of billiard rackets, and the grips of the two types are different.



86 CMC, 2023, vol.74, no.1

In order to avoid different grips affecting the calibration of the sensor, we placed the sensor on the
handle to avoid inconsistencies in the sensing data. The placement of the wearable device is presented
in Fig. 1.

N

Figure 1: Placement of the wearable device

In this experiment, the Raspberry Pi 3 was used as a microcontroller for data acquisition, and
an inter-integrated circuit communication protocol was used to obtain movement signals measured
by the six-axis sensor. Angular velocity on the hand can be measured in +250 °/s, £500 °/s,
41000 °/s, and +2000 °/s. Acceleration measurement range and recall were +16 g and 2048 LSB/g,
respectively, and the gyroscope was set to 2000 °/s and 16.4 LSB/(°/s). The output signals of the
accelerometer and gyroscope were sampled at a frequency of 10 Hz, and the power bank was DC 5V
at 2.1 A and provided stable power for the wearable device.

2.2 Database of Recorded Experimental Data

To enhance the stability of our 6-axis sensor. Before wearing the device, the six-axis sensor was first
calibrated by collecting 1000 data and taking the mean as to determine error during calibration. The
x-, y-and z-axes of the gyroscope were calibrated simultaneously. Because the x-, y-and z-axes of the
accelerometer were calibrated using gravity, their calibration was performed separately. The direction
and position of the six-axis sensor were strictly controlled. The x-axis was toward the fingertip, the y-
axis was toward the left side of the back of the hand, and the z-axis was toward the palm, as displayed
in Fig. 2.

During the experiment, the wearable device was used to collect data in accordance with this
specification. During data collection, the sensor must be worn in a fixed position and orientation.
A loose sensor may affect overall data recording during movement, resulting in reduced accuracy.
Therefore, the hand was wrapped with a wrist guard, and the six-axis sensor was placed on top of it.
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The wrist guard was used to fix the wearable device on the back of the hand without shaking, and
effectively reduced the error in the collected data.

Figure 2: Six-axis sensor on the back of the hand

In this study, 20 participants were recruited to use their right hands to perform four basic table
tennis strokes: forehand, backhand, forehand cut, and backhand cut. In order to avoid the participants
data being too monotonous, each experimenter performed 4 different billiard actions 600 times. The
Raspberry Pi 3 was used to collect data from the six-axis sensor at a rate of 10 Hz, and the data were
stored in a text file. A total of 2400 values were recorded in the database as a 30 x 60 matrix with 60
eigenvalues. The collected data were divided into training (80%), validation (10%), and test sets (10%).
The number of each type of stroke recorded in each data set is listed in Tab. 1.

Table 1: Number of each type of stroke in each data set

Training set Test set Validation set ~ Total
Forehand 480 60 60 600
Backhand 480 60 60 600
Forehand cut 480 60 60 600
Backhand cut 480 60 60 600

3 Algorithm for Table Tennis Stroke Recognition

Stroke recognition was performed with data collection and the subsequent use of a deep learning
algorithm to recognize different strokes. The details of the proposed action recognition algorithm are
described in the following section.

3.1 Motion Signal Acquisition

A wearable device was used to measure the experimental data for acceleration and angular velocity
of the participant’s hand while performing a stroke. The participants performed four table tennis
strokes: forehand, backhand, forehand cut, and backhand cut. Fig. 3 presents plots of acceleration
and angular velocity values vs. time during the stroke.
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Figure 3: Line graphs for acceleration (left) and angular velocity (right) during a single swing: (a) fore
hand; (b) back hand; (c) fore hand cut; (d) back hand cut

3.2 Data Measurement Methods and Formats

During data collection, the data of the participants were collected at one stroke per second, and
the sensor collected six values for acceleration (x, y, and z-axes) and angular velocity (x, y, and z-
axes) at a sampling frequency of 10 Hz; thus, a 1 x 60 matrix was stored each second. The matrix
was recorded in the following order: x-axis acceleration, y-axis acceleration, z-axis acceleration, x-
axis angular velocity, y-axis angular velocity, and z-axis angular velocity. Data were collected for 30s;
thus, a 30 x 60 matrix was stored for each measurement.

3.3 Network Architecture

A CNN was used in this study because it can extract input signal features through its convolutional
layer, eliminating the need for manual feature extraction in conventional machine learning. Further-
more, the CNN can learn and classify through its fully connected layers. In this study, multiscale CNN
was used for feature fusion, and multiscale correlation features of different lengths were obtained
through kernels of different sizes [28] to achieve feature extraction at different scales.

The six-axis sensor signals collected by the wearable device were first stored in a fixed format
before normalization. Values were normalized as in Eq. (1). The minimum value min(x;) in the number
sequence was subtracted from the initial value x;, and the difference was divided by the difference
between the maximum value max(x;) of the sequence and the minimum value min(x;) of the sequence.
The result X; was scaled in the range of 0 to 1.

Xx; — min (x;)

Y= max (x;) — min (x;) M

where, x; is the input data.

To enable the CNN to predict the correct action with data from a single stroke, the 1 x 60
data of one stroke were normalized and were used as input to the proposed network architecture.
Among these, convolution blocks with three different kernel sizes, A, B, and C, were used for primary
feature extraction. Features of different scales were input to the fully connected layers for learning and
classification through subsequent concatenation, as presented in Fig. 4.
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Figure 4: CNN architecture combining three different feature extraction methods

Convolutional blocks A and B were concatenated as the input for the next layer of network. The
subsequent network comprised two sets of fully connected layers, and the fully connected layers were
used for feature classification. The maximum pooling layer, batch normalization, and random dropout
between each convolutional layer were used in the convolutional blocks. The maximum pooling
layer was used to retain only the most influential features, whereas batch normalization was used to
normalize the data to values between 0 and 1. The maximum pooling layer and batch normalization
were used to reduce computations during network training and to increase the speed of the network;
random dropout was used to prevent overfitting during network training. The activation function
used a rectified linear unit to enable the network to calculate nonlinear problems. The rectified linear
unit converts the output of some neurons to 0 to reduce overfitting. In the final computation, the
Softmax function was used to calculate the probability of each of the four strokes, and the stroke
with the highest probability was selected as the classification result. The overall network architecture
is presented in Fig. 4. Groups of 60 values collected with the accelerometer and gyroscope were used
as input data for training the CNN; each group of values was the data collected for one stroke. The
data was processed with the convolutional blocks of A and B for feature extraction, and then passed
through two fully connected layers with 256 and 128 neurons, respectively, to obtain one of the final
four possible outputs of forehand, backhand, forehand cut, and backhand cut. The convolutional
blocks A and B are presented in Fig. 5.

The three convolutional layers comprised 32, 64 and 128 neurons, respectively, and the stride was
set to 1. The kernel size was set to 3 in block A and 5 in block B; otherwise, the blocks were identical.
Masking of the max pooling layer was performed with a 1 x 3 matrix, the stride was set to 2, and the
random dropout was set to 0.25. The Adam optimizer was used in this study with a learning rate of
0.001; this learning rate decreased by 10% after every 10 iterations. The loss function used categorical
cross-entropy to calculate errors between predicted and actual values to adjust the training weights of
the model, and the number of iterations of the CNN was set to 200.
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Figure 5: Network architecture of the convolutional blocks of different scales: (a) A; (b) B

4 Calculation Methods of Evaluation Metrics and Accuracy

Solutions to classification problems in deep learning or statistics can be evaluated using a
confusion matrix. The rows of the confusion matrix are the actual classes, the columns are the predicted
classes, and the results are presented as the number of predictions for each actual-predicted class
pairing. As presented in Tab. 2, true positive (TP) indicates that the actual value is positive and
the predicted value is also positive; false negative (FN) means that the actual value is positive and
the predicted value is negative; false positive (FP) indicates that the actual value is negative and the
predicted value is positive; and true negative (TN) means that the actual value is negative and the
predicted value is also negative.



92 CMC, 2023, vol.74, no.1

Table 2: Two-class confusion matrix

Confusion matrix Actual value
Positive Negative
Predicted value ~ Positive ~ True positive (TP) False positive (FP)

Negative  False negative (FN) True negative (TN)

Network prediction aims to have high accuracy. Values in the confusion matrix are number counts
and may be difficult to use to evaluate the quality of a model directly for large amounts of data.
Therefore, four metrics of accuracy, precision, recall, and specificity were calculated using TP, FN,
FP, and TN.

Accuracy: The proportion of the correct prediction results to all predictions. In this study, the
accuracy is the proportion of strokes that were correctly predicted, and it can be calculated with Eq. (2).

TP+ TN
Accuracy = (2)
TP+ TN + FP+ FN

Precision: For a single-class item, TP indicates the proportion of positive predictions. For example,
if forehand is considered positive and the other actions are considered negative, precision can be
calculated by dividing the number of correctly classified forehands by the total number of predicted
forehands (both correctly and incorrectly classified). High precision indicates a high probability of
correctly predicting an outcome. Precision can be calculated as in Eq. (3).

.. TP

Precision = ——— (3)
TP+ FP

Recall: As for precision, if forehand is positive and other actions are negative, recall is the number
of correctly classified forechands divided by the sum of the number of correctly classified forehands
and the number of incorrectly classified non-forehand strokes. That is, recall is the number of correctly
recognized swings of all recognized swings. A high recall indicates a high probability of returning most
relevant results, and recall can be calculated with Eq. (4).

sensitivity = Recall = _IF 4)
TP+ FN

Specificity: For a single-class item, TN is the proportion of the actual negative classifications.
Again assuming that forehand is positive and other actions are negative, specificity is the number of
correctly classified actions divided by the number of correctly classified other actions plus the number
of incorrectly classified forehands. That is, specificity is the number of all other actions that were
correctly recognized. High specificity indicates a high probability of correctly recognizing all other
actions. Specificity can be calculated with Eq. (5).

TN
Specificity = ———— 5
pecificity TN+ FP (5)
These four metrics can be used to convert confusion matrix values onto an interval of 0 to 1, and

another indicator, the F1 score, can be generated.

F1 score is the harmonic mean of precision and recall. The score measures improvements in
precision and recall while minimizing their difference. Its value falls between 0 and 1; 1 represents
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the optimal output of the model, and 0 represents random output. The F1 score is calculated with
Eq. (6).
2 % Precision x Recall

F1 Score = — (6)
Precision + Recall

Binary classification was performed four times on each of the four classes to calculate the accuracy,
precision, recall, specificity and F1 score for each of the four table tennis strokes. The mean values were
used as metrics to evaluate the model.

The CNN was also evaluated by k-fold cross validation. The k-fold cross validation method is used
to reduce errors in the actual values due to specific combinations of training and testing data. In k-
fold cross validation, raw data are classified into k groups, and a nonrepeated group was selected as the
test set for each run. The remaining k—1 unselected groups were used as the training set. Training was
repeated k times to obtain k accuracy values. In this study, k was set as 5, as in Fig. 6. The accuracies
of the five trials were averaged as the overall model accuracy.

[[] Validation Set
. Testing Set

Figure 6: Five-fold cross validation

5 Experimental Results and Discussion
5.1 Evaluation Metrics of the Models

Each participant performed four types of table tennis strokes in the experimental environment.
The CNN models were trained with the collected data. Five models were trained, four of which were
conventional CNNs, and one was a multiscale CNN. The evaluation results after model training
are presented in Tab. 3, with Kernel Size_1, Kernel Size_ 3, Kernel Size_5, and Kernel Size_7 all
being conventional CNNs with kernel sizes of 1, 3, 5, and 7, respectively. The final F1 score results
revealed that the convolution layer could effectively identify features that improved the training and
predictions of the model for kernel sizes of 3 and 5. To further improve the model, a multiscale CNN
model combining the features of Kernel Size_3 and Kernel Size_5 was used. The results in Tab. 3
revealed that the multiscale CNN model had an accuracy, precision, recall, specificity, and F1 score
0f 99.58%, 99.16%, 99.19%, 99.72%, and 99.16%, respectively; the multiscale model outperformed the
conventional CNN models in all metrics.

5.2 Confusion Matrix of the Models

Fig. 7 presents the confusion matrices for all models. The results revealed that the Kernel Size_3
and Kernel Size_5 models could accurately recognize the forehand and backhand. The multiscale
CNN model also recognized these actions but had improved recognition accuracy for forehand cut and
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backhand cut. Thus, the feature fusion technique can effectively improve predictions of table tennis
strokes.

Table 3: Various evaluation metrics of self-recorded data

Model Accuracy Precision Recall Specificity F1-Score
Kernel size_1 98.12% 86.25% 96.28% 98.75% 96.24%
Kernel size_3 99.16% 98.33% 98.39% 99.45% 98.32%
Kernel size_5 99.16% 98.33% 98.35% 99.44% 98.33%
Kernel size_7 98.54% 97.08% 97.08% 99.02% 97.08%
Multi-scale 99.58% 99.16% 99.19% 99.72% 99.16%
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5.3 Accuracy and Loss Function of the Models

Figs. 8 to 12 present the accuracy and loss function curves for all trained models. These curves
reveal the convergence of model and judge whether the model was stable during training. Blue and
orange lines in the graphs represent the training and validation results, respectively. Figs. 8§ to 11
present the accuracy and loss function curves of the conventional CNN models. The figures reveal that
the models could not achieve stable convergence even after 200 iterations and had slight oscillations.
Fig. 12 presents the multiscale CNN model; the model began to converge at 100 iterations and fully
converged after 160 iterations. The full 200 iterations were not executed because an early stopping
mechanism was used to avoid overtraining and overfitting.
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Figure 8: Kernel size_1 model: (a) Accuracy curve; (b) Loss function curve
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Figure 12: Multiscale model: (a) Accuracy curve; (b) Loss function curve

5.4 Cross Validation Results of the Models

Network training is a probabilistic model, and the combination of a set of data sets cannot prove
that the results are representative of the network. To prevent the prediction results by being affected by
fixed training and testing data, five-fold cross validation was adopted to evaluate the results. The five-
fold cross validation results in Tab. 4 were consistent with the previous results. The multiscale CNN
model had an accuracy of 99.87% and an error of +0.17% in action recognition; thus, it could more
accurately recognize table tennis strokes than conventional CNN models could. This result also shows
that the multi-scale convolutional neural network has better robustness after five-fold cross validation.

Table 4: CNN model comparison

5 fold cross validation

Kernel size_1 98.6% (+1.6%)
Kernel size_3 99.62% (£0.31%)
Kernel size_5 99.7% (£0.25%)
Kernel size_7 99.58% (£0.63%)
Multi-Scale 99.87% (£0.17%)

6 Conclusions

Professional sports teams or amateur sports enthusiasts have recognized the potential of technol-
ogy and data analysis; they have thus begun to use wearable devices to collect data related to physical
activities. These wearables generate large amounts of data for research and analysis to determine
whether an athlete has correct posture and stroke during sports and to identify more effective training
methods to improve athlete performance.

This study proposed a system for classifying table tennis strokes. In the system, a wearable device
containing a six-axis sensor was tied on the back of the hand to collect data during racket movements.
Features of the six-axis sensor were determined using a CNN with two different kernel sizes, and
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actions were classified with the CNN models. Besides, the early stopping mechanism was used to
avoid overtraining and overfitting conditions. The accuracy after five-fold cross validation reached
99.87%, demonstrating that the new CNN (multiscale CNN) used in this study was more effective
than conventional CNNs in action recognition.
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