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Abstract: Recently, object detection based on convolutional neural networks
(CNNs) has developed rapidly. The backbone networks for basic feature
extraction are an important component of the whole detection task. There-
fore, we present a new feature extraction strategy in this paper, which name is
DSAFF-Net. In this strategy, we design: 1) a sandwich attention feature fusion
module (SAFF module). Its purpose is to enhance the semantic information
of shallow features and resolution of deep features, which is beneficial to small
object detection after feature fusion. 2) to add a new stage called D-block to
alleviate the disadvantages of decreasing spatial resolution when the pooling
layer increases the receptive field. The method proposed in the new stage
replaces the original method of obtaining the P6 feature map and uses the
result as the input of the regional proposal network (RPN). In the experimen-
tal phase, we use the new strategy to extract features. The experiment takes the
public dataset of Microsoft Common Objects in Context (MS COCO) object
detection and the dataset of Corona Virus Disease 2019 (COVID-19) image
classification as the experimental object respectively. The results show that
the average recognition accuracy of COVID-19 in the classification dataset is
improved to 98.163%, and small object detection in object detection tasks is
improved by 4.0%.

Keywords: Small object detection; classification; RPN; MS COCO;
COVID-19

1 Introduction

Deep learning has become the most efficient technology in computer vision recently. It shows
great advantages in image recognition, object tracking, et al. Object detection is the basic task of it,
and also it is one of its core tasks. The task of object detection is to identify the objects of interest
in an image and determine their categories and positions. In other words, it is to answer the question
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of “where? “And” What is it?” Traditional object detection methods were generally divided into three
steps. First of all, this method generally uses the selective search algorithm [1] to obtain candidate areas
using sliding window frames of different sizes. Then, the method adopts diverse methods to extract
the relevant visual features of the candidate area, such as harr features [2] frequently used in face
detection, histogram of oriented gradient (HOG) features [3] popularly used in pedestrian detection,
and public object detection, scale-invariant feature transform (SIFT) algorithm [4] for detecting local
features et al. Finally, use a trained classifier, such as a support vector machine (SVM) classifier [5], to
classify. However, the traditional object detection methods have many defects, such as slow detection
speed, low accuracy, poor real-time performance, et al.

With the development of technology, object detection method has veered from the traditional
algorithm to the deep neural network technology. In 1998, LeNet-5 [6] proposed by LeCun first
successfully applied convolutional neural networks (CNNs) to image recognition and achieved good
performance in letter recognition. Deep learning has been greatly promoted because of its emergence.
In 2012, Krizhevsky et al. from the University of Toronto proposed the structure of AlexNet [7],
which not only attracted widespread attention of people to convolutional neural networks but also
had milestone significance for image processing research based on convolutional neural networks.
CNNs have greatly contributed to the development of computer vision, such as image retrieval [8],
object detection, et al. The object detectors based on CNNs are separated into two categories: 1)one-
stage detectors like you only look once (YOLO) [9], the single-shot multi-box detector (SSD) [10],
and RetinaNet [11], which do not need to specially design a network to find candidate regions, but
can directly extract features to predict the category and regression of objects. 2) two-stage detectors
like region-based CNN (R-CNN) [12], Fast R-CNN [13], et al. This approach is implemented in two
steps. The network first obtains proposal boxes (boxes that may contain the object to be detected)
and then recognizes the category and location regression information of the object in proposal boxes.
Comparing the two algorithms, the former has more advantage in speed, and the latter has higher
accuracy. However, with the continuous optimization of object detection methods, accuracy and speed
have been greatly improved. Meanwhile, object detection has also been used to do specific types of
detection, such as intelligent transportation, face detection [14], and text detection [15], et al. Excellent
object detection provides reliable information for more elaborate computer vision tasks studies.

Small object detection is a significant part of object detection. It widely exists in a large range, long-
distance, and other imaging pictures. There are two official definitions of a small object: 1) Relative
size. A small object means that the object area in a 256 × 256 image is less than 80 pixels, that is, less
than 12% of 256 × 256 is a small object. 2) Absolute size. Microsoft Common Objects in Context (MS
COCO) [16] defines that an object with a size smaller than 32 × 32 pixels can be regarded as a small
object. Most object detectors based on CNNs use public datasets for detection. However, the edge
features of small objects in pictures are easily blurred or even missing, which makes the small object
detection algorithms inefficient on public datasets. Therefore, a greatly increased number of experts
and scholars propose methods to optimize small object detection. In 2014, Goodfellow et al. proposed
the generative adversarial networks (GANs) [17], which have brought some major technological
breakthroughs to deep learning and are widely used in image generation, information steganography
[18], object detection, and other fields. GANs improve the detection performance of small objects by
expanding the characteristics of large objects and reducing the representation difference between small
objects and large objects. In addition, the current ideas to optimize small object detection also include
data enhancement [19], feature fusion [20,21], using context information [22,23], appropriate training
methods [24], more denser anchor sampling and matching strategy [25,26].
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This paper mainly researches two aspects. First, we present a three-way feature attention fusion
module–sandwich attention feature fusion module (SAFF module). Its purpose is to improve the
resolution of deep features and strengthen the semantic information of shallow features, and effectively
combine with the feature pyramid network (FPN) [27] to optimize detection and regression, especially
for small object feature processing. In addition, we create a new stage in the backbone network by
dilated convolution [28] to alleviate the disadvantage of loss of resolution when pooling expands the
reception field.

The structure of this paper is as follows: Related work is shown in Section 2 about object detection
techniques. In Section 3, the proposed methodology, including feature extraction, receptive filed
expansion, and the overall detection are introduced. The experimental setup, validation, and results,
as well as comparative analysis with other techniques, are in Section 4. Finally, Section 5 summarizes
the conclusion of the paper.

2 Related Work
2.1 Backbone Network

Simonyan et al. proposed the visual geometry group (VGGNet) [29] in 2014. The structure
alternately uses 3 × 3 convolutional kernels and 2 × 2 maximum pooling layers to deepen the
network to 19 layers, thus the performance of CNNs is dramatically improved. In the same year,
the inception module was presented by Szegedy et al. and built the GoogleNet [30] on this basis.
The number of network layers has reached an unprecedented layer of 22. Although the network
becomes deeper, it does not mean that the experimental effect is better. The network is prone to overfit,
computational resource consumption, gradients disappearing, and other problems. The network
performance degrades as the number of network layers increases. To address these problems, many
experts and scholars have studied and explored them in many ways. In 2015, He et al. presented a
residual network structure (ResNet) [31], that is, adding shortcut connections to the forward neural
network. A shortcut connection can be regarded as a sample equivalent mapping. The input signal can
be directly propagated from any low layer to the high layer without generating additional parameters
or increasing computational complexity. There is no doubt that it can, to a large degree, improve
the problem of network degradation. At the same time, the training network can still pass the end-
to-end backpropagation algorithm to alleviate the troublesome of gradient disappearance (even if the
weight of the intermediate layer matrix is small, the gradient will not disappear). Therefore, the residual
network not only enables us to train deeper layers, but also guarantees good network performance,
and further makes the network layer depth to a new height.

2.2 Object Detectors Based on Image Classification

Currently, the feature extraction network is mainly coming from image classification, so the
accuracy of classification will exert a considerable influence on object detection. But object detection
is not classification, which includes two tasks: classification and positioning, there are two weaknesses
with using classified networks as the backbone network of object detection: 1) Information about
the small object is easy to lose. In feature extraction, the shallow feature maps have high resolution
and can return object location relatively accurately, but the semantic information is too weak to
adequately identify the object. Instead, the deep feature maps have strong semantic information and
low resolution, which is not conducive to object regression. In response to this point, the FPN [27]
structure was designed by Lin et al. in 2017 to improve the detector’s shortcomings in dealing with
multi-scale changes. The FPN structure effectively combines the shallow and deep features to promote
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the semantic expression ability of the shallow features and the resolution of the deep features. After
that, He et al. proposed Mask R-CNN [32], which uses the FPN structure to further advance Faster
R-CNN [33], and the processing layers of the proposal boxes are changed from single to multi-layer.
The accuracy of bounding box regression and the performance of small object detection are greatly
improved. 2) In the Mask R-CNN network, the feature extraction network based on residual network
and feature pyramid network (ResNet-FPN) results (P2, P3, P4, P5, P6) are taken as input to the
regional proposal network (RPN). P6 is only used to process anchors of 512 × 512, which is obtained
by P5 through maximum pooling down-sampling with a step size of 2. Although the method of
obtaining P6 expands the receptive field of corresponding pixels on the feature maps, it will cause
some parameters that cannot be learned and lose part of the spatial resolution, which is not conducive
to accurately locating large objects and identifying small objects.

2.3 Attention Mechanism

In recent years, the attention model has been widely used in various types of deep learning tasks
such as natural language processing, image recognition, and speech recognition, and is one of the
most noteworthy core technologies in deep learning technology. The attention mechanism is to imitate
the way humans observe things, deepen and highlight local information, and select more critical
information to the current mission goal from much information. For example, when people observe a
picture because each person’s attention or focus on the object of observation is different, certain local
information that different people pay attention to is also different. The attention mechanism needs to
decide which part of the input information needs more attention throughout the whole paragraph and
then extracts features from the key parts to get more important information. The attention mechanism
has achieved good results in computer vision tasks such as image segmentation and object detection.

3 The Proposed Method

The main purpose of this paper is to advance the shortcomings of object detectors based on the
image classification backbone and increase the detection accuracy of small object detection by fusing
better features. In this paper, the backbone network of feature extraction is improved on Mask R-CNN
of the two-stage detector.

3.1 SAFF Module

It is well known that the detection performance of small objects based on the MS COCO dataset
is far inferior to that of large objects. There are several reasons for this: 1) Features of network feature
extraction. Object detection networks usually use CNNs for feature extraction. The deeper the network
layer is, the larger receptive field of pixel points on the feature map and the stronger the semantic
information of the feature, but the size of the feature map also decreases. There is no doubt that the
information of a small area, the feature information of the small object, is hard to be transmitted
to the later stage of the object detector because the feature maps become smaller. As a result, small
object features are difficult to extract or even disappear, and their detection performance is naturally
poor. 2) Unbalanced distribution of objects with various sizes in datasets. The proportion of large and
small objects in the MS COCO dataset is unbalanced, and the number of large objects is far more
than small objects, which makes detection networks based on deep learning not very friendly to small
object detectors, which also brings some difficulties for the network to adapt to different size objects.
3) Network loss function. When positive and negative samples are selected, the network loss function
is not friendly to small objects.
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For object detection algorithms, the underlying features of an image generally refer to features
such as contours, edges, colors, textures, and shapes that reflect the general condition of the object,
and they are mostly found in the shallow feature map of the detection network, so the features in
such feature layers facilitate location regression for object detection. Semantic information can be
simply understood as what we can see, for example, detecting a face in the shallow feature map,
we can extract information such as the outline of the face, nose, eyes, etc. The deeper the feature
layer, the richer the semantic information, the stronger the network’s ability to identify the object,
but the deeper features have low resolution, which is not conducive to the location regression of the
object. In other words, the features used to detect small objects should have both high resolution
and strong semantic information, which is very difficult for the network, so to ease the relationship
between the two, we designed a three-way feature attention fusion module–sandwich attention feature
fusion module (SAFF module), which is formed by the alternating superposition of two channel
attention mechanisms and a spatial attention mechanism, see Fig. 1 below. Its purpose is to enhance
the semantic information of features in shallow feature maps and improve the resolution of features
in deep feature maps.

Figure 1: SAFF module architecture

3.1.1 Channel Attention Mechanism

The channel attention mechanism, such as squeeze-and-excitation networks (SENet) [34], can be
simply understood as what the neural network wants to see. The mechanism focuses on the correlation
between feature channels, and automatically obtains the feature information of each channel through
learning, Fig. 2 shows its structure. Then, according to the importance of features, this mechanism will
enhance useful features and discard useless information, to advance the performance of the model.
If channel attention is added to the shallow feature map, the expression ability of features can be
improved and their semantic information can be enhanced. However, after adding channel attention,
the global average pooling (GAP) [35] may lead to a part of the spatial information loss, the lack of
interdependencies between the channel dimension and the spatial dimension. To reduce these losses,
the SAFF module superimposes a layer of spatial attention mechanism to avoid adverse effects on the
image position information. The spatial attention mechanism can be understood as where a neural
network is looking. It transforms the original image’s spatial information into another space and
retains its key information. For deep features, they do not lack rich semantic information for object
classification, they lack information that can ensure the accurate regression of the detection position.
Introducing spatial attention will, to a large extent, can help the feature maps of different network
layers to retain the location information of the features. Therefore, this information will not be lost
too much in the deep feature map, and alleviate the drawbacks of object regression of the final detection
network.
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Figure 2: Channel attention details. “r” represents channel compression ratio, “Xc” means output

First, the GAP and max pooling operations are performed on the input feature map X to obtain
two channel features with a size of 1 × 1 × C respectively. GAP compresses the global information
into a real number. The real number, to some extent, has a receptive field of global information,
which directly endows each channel with actual category meaning. GAP also greatly reduces the
network parameters. Maximum pooling, that is, taking the maximum value of each block, means
extracting the relatively strongest features and discarding other weak feature information to enter
the next layer. In the second step, superimpose the features obtained by GAP and maximum pooling,
and input them to the next convolutional layer. The first convolutional kernel is 1 × 1 × C/r, which
compresses the channel to C/r of its original size and reduces the dimension of the feature map. Then,
the method adopts the rectified linear unit (Relu) [36] to activate the resulting feature map, which
increases the nonlinearity of the extracted features and improves their feature expression ability. After
that, the feature map obtained in the last step is performed by using a filter with sizes 1 × 1 × C to
reduce the number of channels to C to increase the dimension of the feature map. Finally, a Sigmoid
activation function captures the important information in the channel, enhances the effective feature
information, suppresses the irrelevant features, and obtains a new feature layer after scaling.

The output features after processing can be expressed as follows. Where σ represents Relu
nonlinear activation function and δ represents the Sigmoid nonlinear activation function

C (x) = δ (Conv (σ (Conv (GAP (x) + MaxPool (x))))) (1)

Through shortcut, the enhanced C(x) and original input feature map are multiplied by phase, and
then get a new fused feature F1(x).

F1 (x) = C (x) ∗ X (2)

Similarly, the feature map F3(x) after the attention of the next channel is strengthened is obtained.

3.1.2 Spatial Attention Mechanism

The spatial attention mechanism is different from the channel attention mechanism in that it
focuses on enhancing the position information of features. Firstly, two feature maps with the same
dimension are obtained by using two different approaches, GAP and global maximum pooling (GMP).
Then, these two feature maps are merged to get a special feature map. After that, the feature map
undergoes a dimensionality reduction operation through a convolutional layer, and a spatial matrix
with spatial attention weights is obtained. Finally, the matrix with spatial weight is multiplied by the
original feature map, as shown in Fig. 3.

The new feature layer F2(x) after obtaining space reinforcement can be expressed in the following
formula:

S (x) = δ (Conv (AvePool (x) ; MaxPool (x))) (3)

F2 (x) = S (x) ∗ X (4)
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The input feature map X, after passing the SAFF Module, will get a feature map X ′ with enhanced
channel information and spatial information at the same time.

X ′ = X ∗ (F1 (x) + F2 (x) + F3 (x)) (5)

Figure 3: Spatial attention details, “Xs” represent the feature map after processing

3.2 D-Block Module

The receptive field size of pixels on the feature map indicates the size of the area they correspond
to in the original map. A large receptive field shows that the area in the original image is large. A
small receptive field shows that the area in the original image is small. In an object detection task, if
the receptive field is smaller than the feature area to be extracted, too much local information about
the object will be obtained, resulting in a loss of global information and affecting the recognition of
objects, such as pixel points on a shallow feature map. If the receptive field is larger than the area where
the features are to be extracted, then this results in the object becoming background and being simply
ignored, and no information about the object is extracted. Since the size of the object to be detected
is different, it is important to select the right receptive field to obtain information of different sizes.

DetNet [37], proposed by Megvii Technology in 2018, is a backbone network specifically designed
for object detection tasks from which we were inspired to design a D-block module. In ResNet-FPN,
the backbone extraction network of Mask R-CNN, the P6 layer is specifically designed for the RPN
network and is obtained from P5 by down-sampling. P6 is only used for the 512 × 512 proposal box
and is not involved in the subsequent processing of the whole network, so the network does not pre-
train the P6 layer and the parameters are not learned by the network. Using down-sampling to reduce
the dimension, the network will only leave the information it considers important, resulting in some
feature information loss. Therefore, the method of extracting P6 from the original network affects
the effectiveness of object detection to some extent. Our proposed network retains stages 1–5 in the
original feature extraction network and adds a new D-block module to obtain P6. The D-block module
consists of two dilated residual blocks, a dilated convolutional block and a dilated identity block, as
shown in Fig. 4 below. Using the D-block module to obtain P6, P6 can be trained by the network
and its parameters can be learned. The dilated convolution also alleviates the disadvantages of down-
sampling leading to a loss of part of the feature information and resolution to some extent. There is
no doubt that the D-block module can optimize the effectiveness of object detection.

3.3 DSAFF-Net

The DSAFF-Net presented in this paper uses the SAFF module and D-block module to modify
the backbone structure of the object detection network to extract features, as shown in Tab. 1. Resnet-
50 in the chart represents a 50-layer residual net and ResNet-101 represents a 101-layer residual net,
Conv shows convolution with different sizes.
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Figure 4: (a) Identity block with dilated convolution is for connecting the network. (b) Convolutional
block with dilated convolution is for changing network dimension. (c) D-block module details

Table 1: DSAFF-Net feature extraction backbone details

Resnet-50 + SAFF module + D-block Resnet-101 + SAFF module +
D-block

Stage 1 Conv 7 × 7, 64, stride = 2
Max Pool 3 × 3, stride = 2

Stage 2 Conv 1 × 1, 64 Conv 1 × 1, 64
Conv 3 × 3, 64 ×3 Conv 3 × 3, 64 ×3
Conv 1 × 1, 256 Conv 1 × 1, 256
SAFF module SAFF module

Stage 3 Conv 1 × 1, 128 Conv 1 × 1, 128
Conv 3 × 3, 128 ×4 Conv 3 × 3, 128 ×4
Conv 1 × 1, 512 Conv 1 × 1, 512
SAFF module SAFF module

Stage 4 Conv 1 × 1, 256 Conv 1 × 1, 256
Conv 3 × 3, 256 ×6 Conv 3 × 3, 256 ×23
Conv 1 × 1, 1024 Conv 1 × 1, 1024
SAFF module SAFF module

Stage 5 Conv 1 × 1, 512 Conv 1 × 1, 512
Conv 3 × 3, 512 ×3 Conv 3 × 3, 512 ×3
Conv 1 × 1, 2048 Conv 1 × 1, 2048

(Continued)
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Table 1: Continued

SAFF module SAFF module
D-block D-conv1 × 1, 512 D-conv1 × 1, 512

D-conv3 × 3, 512 ×3 D-conv3 × 3, 512 ×3
D-conv1 × 1, 2048 D-conv1 × 1, 2048
Conv 7 × 7, 256 Conv 7 × 7, 256

4 Experimental Results and Analysis

The experiment is divided into two parts. One is to add the SAFF module to the 50-layer residual
net (ResNet-50) and the 101-layer residual net (ResNet-101) to form new network structures which
are ResNet-58 and ResNet-109, and carry out three classification experiment on the Corona Virus
Disease 2019 (COVID-19) dataset. The other is based on Mask R-CNN, a new feature extraction
network, DSAFF-Net, formed by fusing the SAFF module and the D-block module with ResNet-
FPN for object detection on the MS COCO dataset, focusing on the results of small object detection.

4.1 Classification

On the eve of the Spring Festival in 2020, COVID-19 [38,39], an acute respiratory infectious
disease caused by novel coronavirus infection, is a global outbreak and is extremely contagious. With
the normalization of the epidemic, most countries are facing huge pressures on public resources
and medical resources. The pneumonia diagnostic kit (RT-PCR), the most widely used COVID-19
detection technology, has the limitations of high cost, time consumption, and low sensitivity. To help
healthcare workers identify and classify COVID-19 quickly and correctly from countless pictures, the
COVID-19 dataset was used as the study object. We download Chest X-Ray (CXR) images from the
public image database [40] and construct a dataset, including a training set and test set. There are 5526
images in the training set, including 310 for COVID-19, 3875 for ordinary pneumonia, and 1341 for the
normal image. The test set has 726 images, including 102 for COVID-19, 390 for ordinary pneumonia,
and 234 for normal images. This paper shows the results of the new network classification through a
confusion matrix, see Figs. 5 and 6.

Experimental effects use Accuracy, Precision, Recall, F1-score, and Cohen’s Kappa coefficients as
metrics for classification model evaluation. Accuracy shows how many positive samples are correctly
predicted in the whole dataset. Precision represents how many of the predicted positive samples are
correctly classified. Recall indicates how many of the true positive examples are correctly predicted.
The F1-score evaluation metric is a harmonic average of precision and recall used to reconcile the
extremes of the two, with a larger F1-score indicating a more effective model. The Kappa coefficient
is based on the calculation of the classification confusion matrix and is used to measure the accuracy
of the classification.
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Figure 5: DSAFF-Net-58’s triple classification confusion matrix for COVID-19

Figure 6: DSAFF-Net-101’s triple classification confusion matrix for COVID-19

The calculation of each indicator is shown below

Precision = TP
TP + FP

(6)

Accuracy = TP + TN
TP + FP + TN + FN

(7)
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Recall = TP
TP + FN

(8)

F1 − score = 2 ∗ Precision ∗ Recall
Precision + Recall

(9)

kappa = p0 − pe
1 − pe

(10)

Where TP means the number of positive samples correctly predicted, FP shows the number of
positive samples incorrectly predicted, TN denotes the number of negative samples correctly predicted
and FN presents the number of negative samples incorrectly predicted as negative. p0 is the overall
classification accuracy, and pe is the product of the number of correctly predicted and the actual
number of categories in each category as a proportion of the square of the total number of samples.
Tabs. 2–4 show specific data on the results of the classification experiments after feature extraction
using the new method.

Table 2: Classification results for the three categories on the SAFF-Net-58

Class Accuracy Precision Recall F1-score

Covid-19 99.586% 99.010% 98.039% 98.522%
Normal 96.694% 93.388% 96.581% 94.958%
Pneumonia 96.832% 97.911% 96.154% 97.025%
Average 97.704% 96.770% 96.925% 96.835%

Table 3: Classification results for the three categories on the SAFF-Net-109

Class Accuracy Precision Recall F1-score

Covid-19 99.725% 99.020% 99.020% 99.196%
Normal 97.521% 96.552% 95.726% 96.137%
Pneumonia 97.245% 97.194% 97692% 97.442%
Average 98.163% 97.588% 97.588% 97.533%

Table 4: Average results of three classifications in different feature extraction networks for the COVID-
19 dataset

Model Accuracy Precision Recall F1-score kappa

ResNet-50 91.427% 85.338% 90.731% 86.833% 77.183%
SAFF-Net-58 97.704% 96.770% 96.925% 96.835% 94.160%
ResNet-101 92.745% 93.030% 86.705% 89.057% 80.748%
SAFF-Net-109 98.163% 97.588% 97.588% 97.533% 95.309%
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4.2 Object Detection

We assess the performance of DSAFF-Net in small object detection on the MS COCO 2014
datasets. The dataset contains 80 object categories, 80 k images in the training set, and 40 k images
in the validation set. We divided the validation set with 40 k images into 35 k trainval datasets
and 5 k minival datasets, and then tested on the minival datasets. Standards for evaluating network
performance include average precision (AP) values and AP of different sizes (APS, APM, and APL

represent detector AP measurements for small, medium, and large objects, respectively).

101-layer residual net and feature pyramid network (ResNet-101-FPN) is the original fea-
ture extraction network in Mask R-CNN. Integration of the SAFF module and ResNet-101-FPN
(DSAFF-Net-109) indicates that adding the SAFF module to the ResNet-101-FPN feature extraction
plate, its feature extraction network is ResNet-101-FPN-SAFF. Integration of the D-block module
and ResNet-101-FPN (DSAFF-Net-111) means adding the D-block module to replace the method of
obtaining P6 from the RPN network in the original detection network, its feature extraction network
is ResNet-101-FPN-D-block. Integration of D-block module and SAFF module with ResNet-101-
FPN (DSAFF-Net-119) shows that the network adds both D-block and SAFF modules, its feature
extraction network is ResNet-101-FPN-SAFF-D-block. To verify the advantages of DSAFF-Net in
small object detection, we compared DSAFF-Net-109, DSAFF-Net-111 and DSAFF-Net-119 with
Mask R-CNN. The result is represented in Tab. 5.

Table 5: DSAFF-Net experimental result. The detector uses the MS COCO dataset for training and
detection. Comparison of Average Precision (AP) and AP with different bounding box scales

Model Feature extraction backbone
network

mAP APS APM APL

Mask R-CNN ResNet-101-FPN 35.7% 15.5% 38.1% 52.4%
DSAFF-Net-109 ResNet-101-FPN-SAFF 36.0% 17.4% 41.5% 53.9%
DSAFF-Net-111 ResNet-101-FPN-D-block 36.3% 17.8% 42.6% 54.1%
DSAFF-Net-119 ResNet-101-FPN-SAFF-D-

block
36.7% 19.5% 42.5% 54.4%

For small objects, the information of shallow feature maps is the most favorable. SAFF module
added in these layers is helpful to strengthen and preserve the small object features that are easily lost
in a deep feature map and the detection of small objects by DSAFF-Net-109 is significantly improved.
There is no doubt that the resolution of high-level feature maps has a great impact on the regression
of large-scale objects. The higher resolution of high-level features, the more position information of
objects is saved, and the better the detection effect of large objects. Tab. 5 is obvious that the detection
performance of large objects has been significantly improved. Some of the results are shown in
Fig. 7.
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Figure 7: Visual results for DSAFF-Net

5 Conclusion

This study uses the advantages of dilated convolution and attention mechanism to obtain better
features in different feature layers and expands the receptive field without losing resolution, thereby
improving the object detection network based on image classification feature extraction. Effectively
improve the accuracy of object detection results, especially small object detection.

We used classification experiments and object detection experiments to test the effectiveness of
DSAFF-Net, on the one hand, verifying whether the new feature extraction method can extract better
features will benefit the final classification results. On the other hand to test whether this method
improves the extraction of small object features to some extent and optimizes the detection effect
of the network. In terms of classification experiments, there are many limitations to the recognition
methods of COVID-19 images just after the outbreak of the epidemic. In order to help health care
workers quickly and correctly identity and classify COVID-19 images from countless pictures, improve
speed and accuracy, which can greatly save costs and help control the spread of viruses, this paper uses
the COVID-19 dataset as the research object of classification experiments. For the object detection
experiments, we use the original Mask R-CNN running environment, language, settings of various
parameters, and the same dataset, the public dataset MS COCO 2014, as the experimental object.
This gives a more direct view of the improvement in the effectiveness of our proposed new strategy on
Mask R-CNN for small objects.

Although DSAFF-Net has some effect on extracting better features for classification and target
detection, further research and experiments are needed. For example, the small number of dataset
images used in classification experiments may lead to some bias in model recognition. More pictures
are needed to construct a larger dataset, which can be optimized according to practical applications.
A new P6 method is obtained by using dilatation convolution construction so that its parameters can
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be trained in the network, but its effect is not as good as expected, possibly due to the void rate, which
needs further study.
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