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Abstract: The current study proposes a novel technique for feature selec-
tion by inculcating robustness in the conventional Signal to noise Ratio
(SNR). The proposed method utilizes the robust measures of location i.e.,
the “Median” as well as the measures of variation i.e., “Median absolute
deviation (MAD) and Interquartile range (IQR)” in the SNR. By this way, two
independent robust signal-to-noise ratios have been proposed. The proposed
method selects the most informative genes/features by combining the mini-
mum subset of genes or features obtained via the greedy search approach with
top-ranked genes selected through the robust signal-to-noise ratio (RSNR).
The results obtained via the proposed method are compared with well-
known gene/feature selection methods on the basis of performance metric
i.e., classification error rate. A total of 5 gene expression datasets have been
used in this study. Different subsets of informative genes are selected by the
proposed and all the other methods included in the study, and their efficacy
in terms of classification is investigated by using the classifier models such as
support vector machine (SVM), Random forest (RF) and k-nearest neighbors
(k-NN). The results of the analysis reveal that the proposed method (RSNR)
produces minimum error rates than all the other competing feature selection
methods in majority of the cases. For further assessment of the method, a
detailed simulation study is also conducted.

Keywords: Median absolute deviation (MAD); classification; feature selection;
high dimensional gene expression datasets; signal to noise ratio

1 Introduction

All the genes in high dimensional gene expression datasets are not equally important for classifi-
cation/regression purposes. There always exist redundant and noisy features/genes in high dimensional

https://www.techscience.com/
https://www.techscience.com/journal/cmc
http://dx.doi.org/10.32604/cmc.2023.030064
https://www.techscience.com/doi/10.32604/cmc.2023.030064
mailto:shafiq@ynu.ac.kr


3664 CMC, 2023, vol.74, no.2

datasets like micro-array gene expression datasets, which do not contribute to the classification of the
tissue samples to their correct classes. This problem is also known as the curse of dimensionality. To
overcome this problem, it is necessary to select a subset of genes that can correctly assign the tissue
samples to their true classes. The selection of a small number of genes is equally important in regression
as well as in classification problems. The selection of informative features increases the prediction
accuracy in regression problems and classification accuracy in classification problems. Therefore, it
is required to determine a set of the top ranked features that possess the most discriminative power
and have the ability to simplify the construction of the model. A small subset of features reduces
running time and computation cost of model as well. Furthermore, it also enhances the generalizability
of the classifier models by minimizing the problem of dimensionality hex (i.e., n < p) and reduces
their variances. Methods used for feature selection are classified into three main classes i.e., Wrapper,
Embedded and Filter methods. A brief description of these procedures is given in the subsequent
subsections.

1.1 Wrapper Procedures

The wrapper procedures fit a machine learning model on all possible subsets of features and a
performance metric is computed for the fitted model on all possible combinations of features. After
that these methods select that subset of features for which the fitted mode gives the optimum value of
the underlying performance criterion. Some well-known examples of the wrapper methods are forward
selection, backward elimination and stepwise model selection [1], another example can be seen in [2].

1.2 Embedded Procedures

The working mechanism of embedded methods is somehow alike to the Wrapper methods.
In embedded procedures, it is not necessary to fit a new machine learning algorithm on each
possible combination of features, rather the feature selection and model construction are carried out
simultaneously, that is, feature selection is an integral part of the classification/regression algorithm.
Commonly used embedded procedures are decision tree method, random forest, Ridge and LASSO
regression. Classification tree-based classifier [3] is another example of these methods.

1.3 Filter Procedures

In filter methods, statistical measures are applied to each feature or gene in the data, to find its
association with the target variable which is used as a relevance score for the gene. Then the relevance
score of the genes are ranked and those genes are selected which possess optimal relevance score to
construct the model. Example of filter procedure can be seen in [4].

The current paper is based on a method that comes under the umbrella of filtering procedures.
The proposed method identifies the important genes or features by using the Robust Signal to Noise
Ratio approach in conjunction with the greedy search approach [5], to predict binary class response
in gene expression problems. For assessing the performance of the proposed method, five benchmark
gene expression datasets are considered to compare with the other state-of-the-art methods that are
POS (proportion overlapping score) [5], maximum relevance, and minimum redundancy (mRmR) [6],
Wilcoxon rank-sum test [7] and GClust [8]. Three different classifiers i.e., random forest (RF) [9],
k nearest neighbors (k-NN) [10], and support vector machine (SVM) [11], are used to investigate the
performance of genes selected through the proposed algorithm in comparison with the other methods.
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Rest of the paper is organized as follows: Section 2 provides related literature. Section 3 explains
the proposed method. Section 4 gives the experimental setup of the analysis done in this paper for all
the datasets considered in the study and synthetic data analysis. Finally, Section 5 concludes the paper.

2 Related Works

A huge number of studies regarding feature selection in gene expression datasets which have high
dimensions can be found in the literature. A procedure known as ‘relative importance’ was introduced
in [12], where a large number of trees are grown in order to determine the most discriminative
genes/features. The final subset of the most important and discriminative features is the one that
predicts the maximum test instances to their true class labels. Another procedure used for feature
selection known as mRMR (minimal redundancy maximal relevance) can be found in [13], where
genes with maximum relevance with the response class and minimum redundancy with the other
genes are considered as informative. A method using the Principal component analysis technique for
feature/gene selection can be found in [14], where those features are declared the most informative and
important that corresponds to the component with less variation. Similarly, the authors in [15] used
the factor analysis technique for the selection of informative genes rather than principal component
analysis. The concept of the p-value of tests used in statistics like t-test and Wilcoxon rank-sum test
for the identification of informative genes can be found in [7]. The study in [16] used the impurity
measures such as max minority, information gain and Gini index for the selection of discriminative
genes. Authors in [17] introduced a novel feature selection procedure by investigating the overlapping
degree between the different classes for each feature. Features that possess larger overlapping degrees
between classes were considered as informative genes. The extended version of [17] can be found in
[18], where one additional factor was added in their study i.e., the number of overlapped instances
in the overlapping region for each feature. The authors in [18] computed the gene mask by using
the range of core interval of gene expression values, which represents the capability of a feature to
classify the instances or tissue samples correctly into their true classes without any equivocalness. In
this procedure, a small number of features that without any ambiguity classify the majority of the
training samples to their true classes are determined by using the set covering mechanism via the gene
masks and overlapping scores. Finally, a subset of the most discriminative and important features
is chosen by considering the features contained in the optimal subset of genes and those having the
smallest overlapping scores. The idea of [18] was further extended by [5], where the expression core
interval for each feature is computed by considering the robust measure of dispersion, the Interquartile
Range. The distinguishing feature of [5] is that the proportion of overlapping instances in each class
for each feature was calculated. Genes with the minimum value of proportional overlapping scores
were declared as the most informative and discriminative. Furthermore, the relative dominant class
(RDC) in the conjunction with the POS for each gene/feature was also computed which colligates
each feature with the class for which it has the maximum discriminative power. Finally, a subset
of the most discriminative genes is identified by the combination of the minimum subset of genes
via POS and gene masks, and the highest-ranked features based on POS. A redundancy-removing
study called more relevance less redundancy method developed in [19]. This procedure totally relies
on mutual information and does not require data transformation. In addition, this method is used for
feature selection in nominal-dataset. Similarly, another method used for features selection in case of
binary class problems was proposed in [20], where the ordinary bat procedure was extended by using
more suitable and refined formulations, multi-objective operators to improve the performance, and an
advanced local search mechanism. Other examples can be found in [21] and [22].
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3 Methods

The general representation of microarray gene expression datasets is given by E = [
eij

]
, where

E ∈ �n×p and eij is the gene expression value of ith gene for jth tissue sample or observation, for
i = 1, 2, 3, . . . , p and j = 1, 2, 3, . . . , n. Each observation or tissue sample is classified into one
of the two classes/categories i.e., 0 or 1. Suppose Y ∈ �n is a vector of class labels such that the ith

component of Y i.e., yi has a unique value c, which is either 0 or 1. The general representation of
a gene expression dataset is given in Fig. 1. Instances/observations are listed in the columns and the
features/genes are given in the rows. Each cell contains the gene expression values of different genes
and the corresponding samples. Further preliminaries used in this manuscript are defined as follows:

Figure 1: Gene expression data

3.1 Median

For each class c = 0, 1 and gene i, the median is represented by M(i, c), where i = 1, 2, 3, . . . , p and
c = 0, 1.

Interquartile range:

The inter quartile range of the ith gene for a given class c is represented by (IQR) and it is given by;

IQR(i, c) = Q3(i, c) − Q1(i, c), (1)

where IQR (i,c), Q3(i,c) and Q1(i,c) represent the inter quartile range, third quartile and first quartile for
each gene i and class c, respectively.

3.2 Median Absolute Deviation

Median absolute deviation for each class c = 0, 1 and gene i is represented by MAD and it is given
as:

MAD(i, c) = median
{∣∣X(i, c) − median

(
X(i, c)

)∣∣} , (2)

such that MAD(i, c) represent the median absolute deviation of each class c = 0, 1 for any given gene,
say i. Based on the above definitions two different robust versions of Signal to Noise Ratio (SNR) have
been proposed that are defined in the following expressions.



CMC, 2023, vol.74, no.2 3667

3.3 Signal to Noise Ratio Based on Median and MAD

Robust Signal to Noise Ration Based on Median and MAD is given as:

RSNRMAD =
∣∣
∣∣

M(i, 0) − M(i, 1)

MAD(i, 0) + MAD(i, 1)

∣∣
∣∣ , (3)

where M(i, 0), M(i, 1) are the medians and MAD(i, 0), MAD(i, 1) are the median absolute deviations of gene
i for class 0 and 1, respectively.

3.4 Signal to Noise Ratio Based on Median and Inter Quartile Range

Robust Signal to Noise Ratio Based on Median and Inter quartile range is given as,

RSNRIQR =
∣∣
∣∣

M(i, 0) − M(i, 1)

IQR(i, 0) + IQR(i, 1)

∣∣
∣∣ , (4)

where M(i, 0), M(i, 1) are the medians and IQR(i, 0), IQR(i, 1) are the inter quartile ranges of gene i for class
0 and 1 respectively. The proposed method considers the following steps for the selection of important
genes.

• The suggested procedure in this paper, initially determines the minimum set of features via the
greedy approach given in [5].

• The remaining features that are not determined by greedy approach in step (1) are arranged
according to the Robust Signal to Noise Ratio scores, given in Eqs. (3) and (4) independently.

• Genes that have larger Signal to Noise Ratio calculated in step (2) are considered as the the
most important genes or features.

• The required top-ranked set of features or genes which are to be used for the construction of
the model is obtained by pooling the features selected in steps (1) and (3).

The flowchart of the proposed Robust Signal to Noise Ratio (RSNR) procedure is given in Fig. 2
and the corresponding pseudo-code is given in Algorithm 1.

Figure 2: Flowchart of the proposed method
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Algorithm 1: Pseudo-code of RSNR for feature or gene selection.
1. Inputs: X → Total feature space, Y → Corresponding target class and number of genes (r) to be t

selected.
2. Output: Sequence of selected genes T .
3. for j → n do
4. Calculate the gene mask for each gene or feature i.e., mij as given in [5].
5. end for
6. Suppose M ∈ Rp × n be the gene mask matrix i.e., M = [mij ], where its jth value for ith feature is one

of the (0, 1).
7. Calculate the overall/grand mask of genes and the symbol used for it is M..(H).
8. Using the Greedy approach to determine the optimal set of features from M, M..(H) and POS

scores in [10], and denote it by H∗.
9. Execute H′ = H − H∗, to omit the features determined in the minimum top-ranked features set from

the total number of features.
10. for i → H′ do
11. Apply the proposed methods given in Eqs. (3) and (4) to the ith gene and arrange the results.
12. end for
13. To obtain the final subset of genes.
14. if r ≤ H∗ then
15. T possess the features which are included in the first r genes selected in H∗.
16. else
17. Add the top ranked genes arranged in step 11 to the minimum subset of genes.
18. end if
19. Return T .

The novel RSNR method is expected to perform better than the other competing methods in that
the value of Signal to Noise Ratio (SNR) given in [23] and [24] may increase if there are outliers in
gene expression values of a particular gene for different tissue samples belonging to a particular class.
Thus a larger value of Signal to Noise Ratio does not imply that the gene has a higher discriminative
ability or the genes with the smaller Signal to Noise Ratio have no discriminative ability. To overcome
this problem, the robust measure of location i.e., the median has been used in (SNR) rather than the
mean. The advantage of the proposed “RSNR” is that it will not increase even in the presence of the
outliers in gene expression values. Additionally two different robust versions of measures of dispersion
i.e., median absolute deviation (MAD) and inter quartile range (IQR), have also been used to make
the proposed measure more robust to the outliers. Moreover (MAD) and (IQR) have 50% and 25%
breakdown points respectively, due to which they are less vulnerable to the extreme values in the data.

4 Experiments and Results

This section gives a detailed description about the experiments conducted for comparing the
results of the novel procedure with the other state-of-the-art procedures on 5 benchmark datasets
given in Tab. 1. The performance of feature selection methods is usually assessed by using different
classifiers. Classification accuracy of the various feature selection procedures on the selected features
set for a given data is recorded. A method with the highest accuracy is considered as the best method.
The studies in [25,26] have considered various feature selection procedures given, where it has been seen
that gene selection procedures have an important role in the classification problem and significantly
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affect the performance of classifiers. This approach has also been used in several other papers in the
literature, such as [5] and [18].

Table 1: A brief description of the datasets showing names, number of genes (p), number of
observations (n) and distribution of instances in their classes

Name p n Class distribution Source

Colon 2000 62 40/22 [25]
Srbct 2308 54 25/29 http://www.gemssystem.org
Leukeamia 7129 72 47/25 [26]
TumorC 7129 60 21/39 https://www.openml.org/d/1107
DLBCL 5469 76 19/57 https://www.openml.org

4.1 Microarray Gene Expression Datasets

A total of 5 microarray gene expression benchmark datasets have been used for assessing the
performance of the proposed method. These benchmark datasets are taken from various open
repositories. Each dataset contains number of variable actually shows the number of genes and number
of instances actually represents number of tissue samples. A short summary of the datasets is given in
Tab. 1, which shows the data names, number of genes (p), number of observations (n), distribution of
the instances according to their class labels and the corresponding sources. Moreover, the response
variable in Srbct dataset has four categories. To make it a binary response data, two classes with
topmost observations are taken.

4.2 Experimental Setup

This section provides the basic experimental setup, which has been used for the analyses done in
this study. All considered datasets in this paper are randomly divided into two non-overlapping groups
according to the number of instances i.e., training part contains 70% of the total observations, while
testing part consists 30% of the data points. The proposed method and other classical feature selection
procedure are applied on 70% training data to select features and RF, SVM and k-NN classifiers are
fitted on these selected features to assess the performance of the proposed algorithm. Thus, this process
is repeated 500 times to evaluate the true performance of the proposed and other procedures included
in the study. The R library “randomForest” [27] is used for RF with default parameters. The R library
“kernlab” [28] with default values of parameters is used to fit SVM model with linear kernel. Similarly,
the “caret” package [29] contained in R is used for the k-NN classifier with the value of k = 5 .

The number of top ranked genes i.e., 10, 20 and 30 are selected by the proposed method and
other state-of-the-art gene selection procedures included in the study, by using 70% training data of all
benchmark datasets and their efficacy is evaluated by the well-known models, such as RF, SVM and
k-NN. The classification error rates are computed for all classifiers on 30% testing data to compare
the performance of the feature selection methods based on the selected genes.

4.3 Results and Discussion

The results given in Tabs. 2–4 are computed via the proposed method RSNR and other classical
procedures included in the study, for all datasets on top 10, 20 and 30 genes by using classifier models
i.e., RF, SVM and k-NN. Tab. 2 represents the results given by RSNR and other standard procedures

http://www.gemssystem.org
https://www.openml.org/d/1107
https://www.openml.org
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for the datasets considered in this paper on random forest classifier. It is clear from Tab. 2 that the
proposed robust signal to noise ratio method based on median and MAD (Eq. (3)) outperformed
rest of the procedures for “DLBCL” dataset. In case of “Colon” dataset, the novel methods given
in Eqs. (3) and (4) produced minimum error when the number of genes is 30, while for 20 numbers
of genes the proposed method given in Eq. (4) outperformed all the other methods. The mRmR
method has the smallest error rate for 10 numbers of genes in case of “Colon” dataset. For the dataset
“Srbct” the proposed method produced minimum error rate when the number of genes are 10 and
30. For 20 numbers of genes, “POS” and “Wilcoxon” methods have the smallest error rates. Random
forest classifier has the minimum error for a subset of genes i.e., 10 and 20, selected by the proposed
method (RSNR) in case of “Leukemia” dataset. The proposed method achieves a high error rate for 30
numbers of genes as compared to the other methods. In case of “TumorC” dataset, RSNR procedure
has outperformed all the remaining procedures for all the subsets of selected genes.

Table 2: Classification error rates produced by random forest classifier on different datasets

Dataset Genes RSNR(MAD) RSNR(IQR) POS Wilcoxon mRmR GClust

10 0.002 0.004 0.076 0.023 0.285 0.073
DLBCL 20 0.038 0.039 0.075 0.039 0.26 0.079

30 0.038 0.040 0.079 0.056 0.268 0.067

10 0.261 0.261 0.392 0.293 0.211 0.281
Colon 20 0.185 0.155 0.393 0.293 0.203 0.264

30 0.146 0.146 0.356 0.286 0.166 0.246

10 0.006 0.006 0.018 0.013 0.086 0.027
Srbct 20 0.013 0.012 0.009 0.009 0.081 0.016

30 0.01 0.006 0.006 0.005 0.075 0.023

10 0.000 0.002 0.002 0.021 0.215 0.029
Leukaemia 20 0.003 0.003 0.006 0.149 0.216 0.025

30 0.007 0.005 0.002 0.006 0.192 0.03

10 0.29 0.29 0.336 0.401 0.348 0.313
TumorC 20 0.029 0.029 0.297 0.464 0.371 0.303

30 0.041 0.039 0.335 0.441 0.379 0.309

Tab. 3 represents the results given by various feature selection procedures selecting different
number of genes on Support Vector Machine classifier. It is clearly shown in the table that the
novel proposed method based on inter quartile range (IQR) and median absolute deviation (MAD)
has outperformed all the other methods in almost all the cases, except for the datasets “Srbct” and
“Leukemia” where the methods “POS” and “Wilcoxon” have produced the minimum error rates. For
“DLBCL” dataset the proposed method based on inter quartile range (IQR) produced minimum error
rate for 10 and 20 number of features, while for 20 number of genes, the proposed method based on
median absolute deviation has the minimum error rate as compared to the other classical procedures.
Similar conclusion could be drawn about the “Colon” dataset as that of DLBCL dataset. For the
dataset “Srbct” the method “POS” has outperformed the remaining methods with the subset of genes
consisting of the most informative 20 genes, while for the rest of the subsets, the proposed method
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based on (MAD) has the minimum error rates. It is clear from Tab. 3, that for the “Leukemia” data
the “Wilcoxon” method has outperformed rest of the procedures in general, except for the subset of
20 genes, where the proposed method based on (IQR) produced minimum error rates. For the dataset
“TumorC”, similar conclusion could be drawn as that of “DLBCL” and “Colon” datasets.

Table 3: Classification error rates produced by support vector machine classifier on different datasets

Dataset Genes RSNR(MAD) RSNR(IQR) POS Wilcoxon mRmR GClust

10 0.019 0.018 0.093 0.257 0.251 0.092
DLBCL 20 0.016 0.018 0.08 0.223 0.248 0.051

30 0.022 0.013 0.086 0.245 0.251 0.099

10 0.279 0.279 0.439 0.346 0.232 0.295
Colon 20 0.158 0.163 0.439 0.329 0.158 0.248

30 0.106 0.088 0.408 0.331 0.16 0.224

10 0.012 0.013 0.016 0.204 0.143 0.029
Srbct 20 0.014 0.012 0.011 0.144 0.13 0.02

30 0.008 0.018 0.009 0.131 0.129 0.018

10 0.065 0.054 0.075 0.046 0.241 0.133
Leukaemia 20 0.114 0.093 0.11 0.15 0.211 0.138

30 0.11 0.105 0.073 0.028 0.191 0.086

10 0.331 0.331 0.341 0.396 0.349 0.336
TumorC 20 0.078 0.081 0.27 0.387 0.387 0.313

30 0.108 0.086 0.283 0.38 0.384 0.286

Efficacy of the selected genes can also be checked by using k-Nearest Neighbors (kNN) classifier.
Tab. 4 represents the results of selected genes for different feature selection methods on k-Nearest
Neighbors classifier. It is clear from Tab. 4 that the method “POS” has outperformed rest of the
procedures in all the cases for the “DLBCL” dataset. For the datasets i.e., “Leukemia” and “TumorC”
the proposed method “RSNR” has the minimum error rates as compared to other methods for all
subset of genes.

Table 4: Classification error rates produced by k-nearest neighbour classifier on different datasets

Dataset Genes RSNR(MAD) RSNR(IQR) POS Wilcoxon mRmR GClust

10 0.166 0.167 0.125 0.140 0.133 0.162
DLBCL 20 0.139 0.148 0.103 0.169 0.132 0.114

30 0.161 0.150 0.110 0.165 0.136 0.145
10 0.28 0.280 0.425 0.253 0.316 0.290

Colon 20 0.155 0.160 0.427 0.366 0.316 0.342
30 0.131 0.085 0.405 0.494 0.221 0.324
10 0.036 0.035 0.039 0.071 0.069 0.055

(Continued)
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Table 4: Continued
Dataset Genes RSNR(MAD) RSNR(IQR) POS Wilcoxon mRmR GClust

Srbct 20 0.002 0.012 0.036 0.066 0.071 0.053
30 0.024 0.018 0.034 0.064 0.065 0.047
10 0.003 0.001 0.093 0.136 0.219 0.077

Leukaemia 20 0.011 0.008 0.107 0.130 0.243 0.222
30 0.056 0.026 0.07 0.124 0.193 0.109
10 0.28 0.280 0.332 0.391 0.395 0.355

TumorC 20 0.262 0.230 0.305 0.393 0.383 0.345
30 0.261 0.261 0.373 0.388 0.400 0.331

For further assessment of the results produced by the proposed RSNR method and other classical
procedures, box-plots are also constructed for 20 numbers of features they are given in Fig. 3. These
box-plots clearly show that the proposed method RSNR outperforms the rest of the procedures in case
of the “TumorC” data. In case of the dataset “DLBCL” the method “POS” outperforms all the other
methods. The proposed method computed using (MAD) and (IQR) produced minimum error rates in
case of the dataset “Srbct”. Similar conclusion could be drawn in case of the dataset i.e., “Colon” and
“Leukemia”. Thus the proposed RSNR method beats rest of the feature selection procedures on the
considered datasets in majority of the cases.

Figure 3: Classification error rates of RSNR and other standard methods on top 20 genes

Further assessment of the proposed RSNR method has also been done by plotting the errors,
calculated for various numbers of features, and their results are given in Fig. 4. From the given figure,
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it is evident that for the dataset “TumorC”, the proposed method has produced minimum classification
error rates as compared to other state-of-the-art methods for various number features. In case of
“Colon” dataset the classification error rates produced by the proposed procedures based on MAD
and IQR are minimum for 20 and 30 the number of features. Similar conclusion can be drawn for the
other benchmark datasets.

Figure 4: Classification error rates of different methods on different number of genes

4.4 Simulation

This section describes two simulation scenarios for the proposed method. The first scenario is
designed to mimic a situation where the proposed method is useful, whereas the second scenario shows
a data generating environment that might not favour the proposed method. For this purpose two
different models are used, one for each scenario. The class probabilities of the Bernoulli response Y =
Bernoulli (p) given n × p dimensional matrix X of n iid observations from Normal (0, 1) and Uniform
(0, 1) distributions, in each scenario are generated by using the following equation.

p (y|X) = exp (b × X − a)

1 + exp (b × X − a)
, (5)
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The values of a and b are both fixed at 1.5. A vector of coefficients i.e., β is generated from uniform
(5, − 5) distribution to fit the linear predictor given

Y = Xβ + ε. (6)

Top five i.e., K = 5, important variables are identified from the above model based on their
coefficients β s. In order to contaminate the data, outliers are added to these top five variables from
Normal (20, 60) distribution. In addition, some noisy variables are also added to the data from Normal
(5, 10) distribution. By this way, a simulated data having n = 100 observations and p = 120 variables is
generated. The second model is also constructed in a similar fashion. The difference between the two
models is that, the former contains 20% of the total observations as outliers in the important variables
while the later does not contain outliers. A total of 500 realizations are made in this paper for data
simulation. For running the algorithms, the same experimental setup is used as given for benchmark
datasets.

The results of the simulation study for both the scenarios i.e., dataset having ouliers and the dataset
that do not have outliers in the variables are given in Tabs. 5 and 6, respectively. From Tab. 5, it is
clear that, when the data contain outliers in the important variables or features, the proposed method
(RSNR) computed under median absolute deviation (MAD) is producing minimum error rates as
compared to the other methods, in majority of the cases, except for the number of genes 25 where the
method (Wilc) is producing minimum error rate. Similarly, in the second scenario, where there are no
outliers in the data, the method (Wilc) is producing minimum error rates in all the cases as shown in
Tab. 6. The analysis of simulated data reveals that the performance of the feature or gene selection
method can be affected by the presence of outliers in the high dimensional datasets. Moreover, for
further illustration, the performance of the proposed method has also been shown in the form of plots
given in Fig. 5. Plot (A) indicates a situation where the data has outliers in the important variable,
whereas plot (B) represents a scenario when there are no outliers in the data. Form Plots (A) and (B),
the same conclusion could be drawn as that from Tabs. 5 and 6.

Table 5: Classification error rates, produced by random forest and support vector machine classifiers
on simulated data, having outliers in the important variables

Genes RF SVM

POS RSNR
(MAD)

GClust Wilc mRmR POS RSNR
(MAD)

GClust Wilc mRmR

5 0.395 0.327 0.398 0.367 0.379 0.453 0.327 0.444 0.339 0.428
10 0.356 0.335 0.401 0.339 0.371 0.399 0.332 0.451 0.333 0.409
15 0.338 0.332 0.400 0..334 0.36 0.369 0.309 0.466 0.327 0.392
20 0.348 0.319 0.418 0.319 0.352 0.388 0.317 0.439 0.323 0.390
25 0.328 0.324 0.414 0.319 0.354 0.34 0.329 0.452 0.293 0.340
30 0.324 0.304 0.416 0.328 0.361 0.371 0.305 0.431‘ 0.307 0.356
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Table 6: Classification error rates, produced by random forest and support vector ma-chine classifiers
on simulated data, having outliers in the important variables

Genes RF SVM

POS RSNR
(MAD)

GClust Wilc mRmR POS RSNR
(MAD)

GClust Wilc mRmR

5 0.359 0.337 0.371 0.264 0.387 0.4 0.317 0.343 0.262 0.348
10 0.316 0.305 0.391 0.263 0.365 0.353 0.295 0.352 0.239 0.351
15 0.32 0.304 0.39 0.223 0.352 0.338 0.307 0.366 0.238 0.348
20 0.302 0.308 0.319 0.273 0.364 0.323 0.299 0.339 0.256 0.354
25 0.329 0.305 0.315 0.277 0.325 0.331 0.309 0.357 0.255 0.324
30 0.326 0.303 0.316 0.299 0.312 0.363 0.307 0.334‘ 0.286 0.329

Figure 5: Plots of error rates of different methods for different subsets of genes for the datasets; (A):
when there are outliers in the variables, (B): when there are no outliers in the variables

5 Conclusions

This study has presented a novel procedure of feature selection for microarray datasets by the
combination of top-ranked features/genes selected via greedy procedure and the robust versions of
the signal to noise ratio. The Proposed method (RSNR) utilizes the more robust measures of location
and dispersion i.e., Median, Median absolute deviation (MAD) and Inter quartile range (IQR), for
the identification of discriminative genes in high dimensional gene expression datasets. The proposed
method identifies the most important and significant features in a manner to mitigate the effect
of extreme values present in the data in combination with the small set of features determined
by the greedy procedure given in [5]. The genes that have larger (RSNR) scores are considered as
important because they maximize the difference between the two classes in binary class problems.
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The selection of important genes is carried out in two phases. In the first phase, the minimum subset
of genes that unambiguously classify the tissue samples to their true classes is obtained via the
greedy search approach. In the second phase the features that are not determined in the minimum
subset are considered for the computation of Robust Signal to Noise Ratio (RSNR). By this way
two mutually exclusive groups of important features/genes are obtained. The final top-ranked set
of features considered for the construction of model is obtained from the combination of features
determined via the greedy search procedure given in [5] and the top ranked genes computed via the
proposed method (RSNR). The performance of the proposed method is assessed by using six gene
expression datasets. It is evident from the results that the proposed method outperformed all the other
competitors. Moreover, the analysis of simulated data reveals that the performance of the feature or
gene selection method can be affected by the presence of outliers in the high dimensional datasets
where the proposed method can effectively handle the problem. The reason behind efficacy of the
proposed (RSNR) method is that the value of Signal to Noise Ratio (SNR) given in [23] and [24] may
increase if there are outliers in gene expression values of a particular gene for different tissue samples
belonging to a particular class. Thus a larger value of Signal to Noise Ratio does not imply that the
gene has a higher discriminative ability or the genes with smaller SNR have no discriminative ability.
For future work in the direction of the proposed method, one can extend this to multi-class probems
as well. Further some other measure of dispersions like, Qnand Sn could also be used in place MAD
and IQR.
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