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Abstract: A worthy text summarization should represent the fundamental
content of the document. Recent studies on computerized text summarization
tried to present solutions to this challenging problem. Attention models
are employed extensively in text summarization process. Classical attention
techniques are utilized to acquire the context data in the decoding phase. Nev-
ertheless, without real and efficient feature extraction, the produced summary
may diverge from the core topic. In this article, we present an encoder-decoder
attention system employing dual attention mechanism. In the dual attention
mechanism, the attention algorithm gathers main data from the encoder side.
In the dual attention model, the system can capture and produce more rational
main content. The merging of the two attention phases produces precise and
rational text summaries. The enhanced attention mechanism gives high score
to text repetition to increase phrase score. It also captures the relationship
between phrases and the title giving them higher score. We assessed our
proposed model with or without significance optimization using ablation
procedure. Our model with significance optimization achieved the highest
performance of 96.7% precision and the least CPU time among other models
in both training and sentence extraction.
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1 Introduction

Text summarization model is one of the natural language processing main applications. The
advancement in information technology has yielded a speedy upsurge in the number of accessible
texts. There is a necessity to cultivate and summarize this immense amount of content and capture the
key context of people attention so that they can rapidly comprehend and peruse those texts. Recent
studies divided text summarization into two techniques, namely extractive and abstractive models. The
extraction model produces text summary by content extraction, whereas the abstract model produces
the text summary by rewording the text content.

Convolution neural networks and deep learning models steered the research to the progress of
both abstractive and extractive summarization models. For instance, sequence-to-sequence extraction

https://www.techscience.com/
https://www.techscience.com/journal/cmc
http://dx.doi.org/10.32604/cmc.2023.031525
https://www.techscience.com/doi/10.32604/cmc.2023.031525
mailto:hahosni@pnu.edu.sa


3698 CMC, 2023, vol.74, no.2

techniques [1,2] crack the order problem of sentences in the text and in the mined summary. The
impression of the attention model is merged into the methodology in [3,4], and the experiments
displayed better results than the earlier non-neural models. Recently, new techniques utilized pointer
attention models have been published. These techniques extended pointer attention and coverage
techniques to support learning of the newest deep neural agents [5–8]. These developments have yielded
a noteworthy enhancement in the ranking of the assessment metrics. Though, in the text summaries
produced by such models, there is quite considerable room for advances in terms of precision and
decreasing repetition.

Natural language processing is a complex situation especially for eastern languages such as Arabic
language. The complexity of Arabic language is due to its derivatives and its complex morphology
[9,10]. Arabic language processing faces several challenges such as:

I. Arabic language is greatly derivational, this affects language processing task such as stem-
ming.

II. There is no upper case concept in Arabic language. This affects the detection of proper names
and abbreviations.

III. The absence of lexical and language processing tools.

Most of the summarization techniques were directed to the English and other Latin languages,
while few research were presented to eastern languages [11–14]. Also, previous techniques used
a combined parameter of two objective functions creating an impure solution of multi-objectives
optimization [15–19]. In phrase relevant score systems, the objective function included essential
features such as phrase position and length. Clustering-based methodology was utilized to reduce
redundancy. These methodologies failed to reflect the importance of the number of clusters which
greatly enhance the summarization output coverage [20,21]. In our research, we propose a language-
independent extractive summarization technique that utilizes clustering optimization technique. The
introduced system undergoes a series of phases to choose the phrases that produce the summarization
output.

Clustering techniques group related entities in one collection, while unrelated entities in other
collections. Each entity denotes a phrase, and the cluster is composed of related phrases. The dice
coefficient metric is utilized as the similarity metric of two phrases, where each single phrase is denoted
by using inverse text documents frequency vector [22–27].

Agglomerative clustering technique is a bottom-up process, where each single phrase is defined as
a cluster. Similar clusters are then merged using a stopping condition. Partitioned clustering technique
is an up-down approach and begins with a single cluster that encloses all phrases, then divides it
into multiple clusters. The k-means algorithm is used in such techniques. In partitioned clustering
algorithms [28–36], they choose a single phrase from similar phrases to decrease redundancy. However,
it produces incomprehensible result, because it does not capture contextual data [26].

Semantic techniques, on the other hand, discover relations among different phrases. These
techniques use phrases entailment and semantics relationships as well as reference and lexical [37–
41]. Entailment is utilized to infer the phrase meaning from the meaning of another phrase. Phrases
that are not understood from other phrases are encompassed in the summarization output. Lexical
cohesion determines the essential phrases and their contributions to the summarization output using
dice coefficient metric to diminish the redundancy. Semantic analysis is utilized to get the joint ones
[37–39]. Datasets, such as Arabic WordNet, group synonyms into sets, and registers the various
semantics duo in such sets. The authors in [39] utilized the AWN to develop queries and increase
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the knowledge base of domains. Decision tree is then utilized to create the summarization output.
This technique can generate a comprehensible non-redundant summary. The main problem is that
constructing these resources has high time complexity.

The last techniques we are disclosing is the optimization-based ones. Multi-text documents
are used in the summarization process as computational model of optimized length to yield a
precise summarization output. The optimization includes maximizing coverage and diversity while
minimizing redundancy, balance and coherence. Coverage ensures that all important aspects appear
in the summary, while diversity decreases similar phrases presence in the summarization output.
Coherence creates a coherent text course, while balance ensures the inclusion of the important aspects
of the original texts [18–22].

This paper introduces the following:

a) Comparison of various tokenization techniques of summarization of multiple text documents.
b) Proposing a combined objective to optimize both text-coverage and phrase significance

objectives.
c) Extensive experiments to display that our proposed technique performs better than other

similar systems using precision and recall.

This paper is organized as follows: Section 2 presents the problem formulation, Section 3 proposes
the global optimization technique, Section 4 displays the experimental results, while conclusion is
depicted in Section 5.

2 Problem Formulation

The proposed system has several stages as follows (depicted in Fig. 1):

a) Pre-processing phase to separate the input text into tokens in a process called tokenization.
b) Description of the instructive features and definition of the sentence representation map.
c) Feature clustering using The Interval Type-2 Fuzzy C-Means (ITTF) [20].
d) Optimization technique to optimize the target summarization score.
e) Evaluation and testing using the datasets BillArab, ArabS, MLAR1 and MLAR2.

Figure 1: The proposed encoder-decoder attention model

2.1 Preprocessing

Preprocessing is the course of formulating the texts documents prior to creating the text sum-
maries. The main data is to get rid of the outsized noise embedded in a document. It is imperative to
eradicate the noises that has no influence on the text.
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2.1.1 The Document Preprocessing Stages

The document preprocessing is composed of four stages: splitting, combination, cleansing and
tokenization. In this article, we employ the Tokenization Linguistic Toolkit (TLT) to implement the
preprocessing process. Splitting the words and phrases is the initial stage in the preprocessing phase.
In this stage, splitting of text is done using whitespace. Phrases are identified edge using punctuation
marks as depicted in Tab. 1.

Table 1: The four stages of the preprocessing

2.1.2 Normalization

Characters in Arabic can have a set of variants due to Arabic marks. They look in alterations and
are utilized instead of some letters as they take the same looks. This can mark different representation.
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Word frequency, and text similarity can be compromised. Normalization makes the text consistent by
replacing the variations of a character form by a unified form, or eliminating punctuation [33]. The
process is performed as follows: (i) deleting marks, (ii) deleting foreign letters, (iii) deleting long marks
and (iv) transforming various forms of characters and the alike characters.

2.1.3 Stop-Terms Deletion

Stop-terms, such as prepositions, are repeatedly happening words in Arabic language. They
are used to connect the different parts of the phrases together. Stop-terms are non-informative in
recognizing text themes. They are considered insignificant in some language processing like text
reduction [14]. Eliminating Stop-terms reduces the text documents length and can enhance the
performance because the metrics are computed on the term frequencies in the text documents.

2.2 Similarity Metrics

There are various metrics to compute the similarity measure between text phrases such as dice
coefficient metric, Euclidean distance, and Jacc correlation [41]. However, dice coefficient metric is
the most extensively used [42].

2.2.1 The Dice Coefficient

The dice coefficient metric is used to compute the similarity formula between two phrases
Pi and Pj by computing their representation product vectors after it is divided by the number of
elements in the vector. For any two phrases Pi and Pj, the dice coefficient metric (dice) is computed
utilizing the following formula:

dice
(
Pi, Pj

) = 2 ∗ Pij

|Pi| + ∣∣Pj

∣∣ (1)

where, Pij is the number of similar words in both sentences, while |Pi| is the length of the phrase Pi and∣∣Pj

∣∣ is the length of the phrase Pj.

Sentences and phrases with similar dice score (up to threshold range) will be grouped together. The
group with the highest number of such sentences will be considered important and will be collected in
the summary. An example of dice score between two sentences is depicted in Fig. 2.

Figure 2: An example of dice score between two sentences

2.2.2 Phrase Scoring

Following the preprocessing phase, features will be extracted for all phrases (one at a time) to
calculate the score. Phrase score maximize the phrase significance as an objective. We choose four
features for phrases: similarity, key phrases, location, and length. These features are extracted on both
word and phrase level. Also, it is based on statistical and semantic methods. The features utilized in
our proposed model are described below.
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2.2.3 Similarity Between Phrases and the Title

Similarity depicts the overlapping among titles and phrases in the text documents. If a phrase has
words that exist in the title, then it is considered a key phrase. This is founded on the theory that a
researcher selects the label to reveal the topic of the text documents. Also, the phrase that shares main
words with the title, will have higher rank. Therefore, we define the similarity of words with title as:

Title summary (Pi, t) = sim
(
P′

i →, t′) + Kp (t) ∩ Kp (Pi) (2)

where, P′
i is the ITF of a phrase Pi,

t′ is the ITF of all titles,

Kp (t) is the Key-words of the titles,

Kp (Pi) is the Key-words of the phrase (Pi),

Kp (t) ∩ Kp (Pi) is the intersection value.

This value is divided by the greatest intersection value for normalization, sim (Pi
′ →, t′) is the

similarity score between Pi
′ and the titles t calculated by the dice coefficient metric.

2.2.4 Phrase Position

The Position of a phrase indicates its significance irrespective of the text documents subject.
Leading phrases, particularly the first phrase, are considered key phrases and should be incorporated
in the summary. This is based on the theory that states that the most significant phrases occur very
early in the text documents [38]. For instance, the first phrase in a text documents isthe most imperative
phrase [31]. Typically, the phrase location is scored as follows [29]:

location (pi) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

4, first phrase in the text document
3, last phrase in the text document
2, first or last phrase in the any paragrah
1, a phrase in the first or last in any paragrah

1√
i2 + j2

, a phrase i in any paragraph j

2.2.5 Selection of Keywords

Keywords are a list of relevant words that create a compressed text of the focal subject in the
associated texts. Proper noun can be a single key-word or multi key-word. The presence of Key-words
in a phrase enhances its importance [5,6]. This feature score is computed by calculating their number
in a phrase. Normalization is performed by splitting the feature rank by the count of keywords in all
the text documents, mathematically is calculated as follows:

Keywords (Pi) = No. of Keywords in Pi

Total number of keywords
(3)

3 Global Optimization

Multiple text document summarization is formulated as a global optimization of multiple objec-
tive function and tests the quality of the produced summary. The proposed objectives are coverage,
phrase relevance and diversity. We will maximize significance and minimize redundancy to produce
more precise summary. Unfortunately, maximizing coverage and significance may yield a drop in the
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diversity objective value. Therefore, an optimum solution, that can be drawn from these objectives
concurrently, cannot be found. Our proposed model will run simultaneous optimization of these
paradoxes. The Multiple Objective Optimization (MUL) technique appears to be the best way to
handle this contradiction. MUL optimizes more than one objective to solve the problem. It offers
non-dominating solutions to the problem. MUL can be defined as:

maximize/minimize F (x) = [f 1(x), f 2(x), . . . , fm (x)] s.t. x ∈ X (4)

X is defined as a group of objective vectors (x) and m is the maximum count of the objectives to
be optimized. MUL models were proposed to answer such challenges [42]. In our proposed model we
used the Sorting Genetic non-dominated Algorithm-II (SGA-II) [14]. SGA-II is a popular multiple
objective approach. SGA-II is characterized by the speedy non-dominated sorting technique, as well as
speedy distance estimation technique, and the simplicity of its crowded association operator. In SGA-
II algorithm, the population is partitioned into sorted fit-fronts F1, F2, . . . , Fm. A fit answer covers a
group of suggested answers with the same aptness. The best answers will be included in the best-list of
fit-fronts. The crowding distance (CD) computes the distance of two of best-list solutions. CD is used
to discriminate solutions of the same fit-front. The model selects the best solutions with dissimilar
non-dominate levels and better fit-near fitness. On the other hand, the one with a greater CD will be
selected form the best Weighted-Sum-front. The main steps of SGA-II are: encoding of the candidates,
defining initial solutions, defining the objective functions and generating the text summarization.

The main steps of SGA-II are detailed below:

• Encoding of the candidates
• In summarization, candidates define the set of phrases to produce the text summary. The

proposed language-independent model utilizes binary optimization, where solutions (so called
chromosomes) are denoted by binary coded vectors (BCV).

For instance let Xi = Xi,1, Xi,2, . . . Xi,N, where Xi is a BCV and N is the BVC size, which is defined
as the count of phrases in the related-document set. For instance, in a text of eight phrases, Xz =
[0, 1, 1, 0, 1, 0, 0, 1] means that according to the solution Xz: phrases 1, 4, 6, and 7 are not contained
within in the summary, while phrase 2, 3, 5 and 8 are enclosed.

3.1 Selection of Initial Solutions

Evolution processes usually start with initial solutions (called population), PP = X1, X2, . . . Xg,
where, g is the population size. The initial solution of the candidates is produced randomly from
predefined ranges. The nth populate of the gth initial solution is a random number between 0 and 1
[15]. The transformation rule is:

X (g, n) =
{

1, if rand (g, n) ≤ tanh (X (g, n))

0, otherwise
(5)

where, tanh is the hyper-bolic tangent function [35].

And the objective function is defined as:

f (X) =
∑

Pi∈Summary

∑
Cj∈C

dice
(
Pi, Cj

)
(6)

where, Cj is the centroid of the document j
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3.2 Create Summarization

The global process generates several solutions. Therefore, we need to decide on the optimum
solution employing maximization constraints. We use a maximization technique to obtain the solution
[42]. To create such solution, we apply the maximization technique over the extracted solutions. The
text summary is created by electing the phrases with the maximum Dice score and the maximum global
function values as declared in Tab. 2. When the summary is overlong, we will omit the lowest Dice value
phrases.

Table 2: The global maximization technique of several statements in various documents

Global function S1 in D1 0.52 S2 in D1 0.72 S3 in D1 0.32 S4 in D1 0.91
S1 in D2 0.53 S2 in D2 0.73 S3 in D2 0.33 S4 in D2 0.93
S1 in D3 0.42 S2 in D3 0.62 S3 in D3 0.36 S4 in D3 0.82
S1 in D4 0.53 S2 in D4 0.73 S3 in D4 0.37 S4 in D4 0.92
S1 in D5 0.6 S2 in D5 0.63 S3 in D5 0.41 S4 in D5 0.61

Average global function number 0.52 0.686 0.358 0.836

4 Experimental Results

The initial simulation discloses the pre-processing performance. Tokens are generated from the
selected datasets using Tokenization Linguistic Toolkit (TLT). Tabs. 3 and 4 display the performance
of the preprocessing phase. They show tokenization technique vs. splitting with punctuation technique.
It is noticeable, from Tab. 3, that the best precision is completed when the splitting. For the Arabic
language, of four different datasets, the proposed method has better Dice coefficients with tokenization
and splitting. The splitting tokenization is very robust as depicted by the results.

Table 3: The mean dice coefficient of tokenization with splitting for four different datasets

Dataset The mean dice coefficient of tokenization ROUGE of tokenization with splitting

BillArab 0.819 0.979
ArabS 0.807 0.967
MLAR1 0.791 0.951
MLAR2 0.75 0.97

Table 4: Expected time to excerpt a sentence in the ultimate summary in seconds in the BillArab Arabic
dataset

Number of
phrases in
thousands

Our proposed model with
significance optimization

Our proposed model
(without significance
optimization)

Model-1 [30] Model-2 [31]

200 0.162 0.132 0.232 0.332
400 0.321 0.291 0.391 0.491
600 0.394 0.364 0.464 0.564
800 0.443 0.413 0.513 0.613
1000 0.479 0.449 0.549 0.649

(Continued)
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Table 4: Continued
Number of
phrases in
thousands

Our proposed model with
significance optimization

Our proposed model
(without significance
optimization)

Model-1 [30] Model-2 [31]

1200 0.508 0.478 0.578 0.678
1400 0.532 0.502 0.602 0.702
1600 0.553 0.523 0.623 0.723
1800 0.571 0.541 0.641 0.741
2000 0.587 0.557 0.657 0.757

The next experiment computes the F-measure of the global objective function. Fig. 3 displays the
optimization function. Fig. 4 depicts the performance of optimizing the significance. The experimental
results, for the BillArab dataset, optimized the competence of the experimental results significantly
with an increase of 29.3%, 30.8%, 31.4% and 28.1% respectively.

Figure 3: The F-measure of ROUGE_N of optimization function

Figure 4: The performance of optimizing the significance objective
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4.1 Performance Comparison

We have done a performance comparison study between our model and other two models
representing state of the art in summarization in Arabic language. The performance comparison is
displayed in Fig. 5, including precision, recall and F-measure [23]. Fig. 6 displays the improvement
of our model with significance optimization over Model-1 [30], Model-2 [31] and over our proposed
model without significance optimization. Our model with significance optimization outperforms other
models with respect to precision, recall and F-measure.

Figure 5: Performance comparison

Figure 6: Improvement of our model with significance optimization versus other model

4.2 CPU Time Comparison

We performed comparison of the CPU time that is needed to excerpt one sentence in the summary.
We compared our proposed model with significance optimization against Model-1 [30], Model-2 [31],
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and our proposed model without significance optimization. We used the database BillArab of Arabic
language, as depicted in Tab. 4. From the Table, our proposed model has less CPU time to excerpt one
sentence in terms of seconds form thousands of sentences.

Tab. 5 depicts the average training time for different models.

Table 5: Average training time for different models in hours

Number of
phrases in
thousands

Model-1 [30] Model-2 [31] Our proposed model with
significance optimization

Our proposed model
without significance
optimization

200 10.136 12.136 8.136 6.836
400 16.756 18.756 14.756 13.456
600 19.779 21.779 17.779 16.479
800 21.850 23.850 19.850 18.550
1000 23.360 25.360 21.360 20.060
1200 24.567 26.567 22.567 21.267
1400 25.571 27.571 23.571 22.271
1600 26.431 28.431 24.431 23.131
1800 27.136 29.136 25.136 23.836
2000 27.852 29.852 25.852 24.552

4.3 Cost of Summarization Request

The response time of a summarization request were computed as mean phrase count that
summarization model has to visit. For 1,000 random summarization requests; the mean count of
phrases visited per request is computed. Fig. 7 depicts the results: one each for each phrases of five
words and up, to phrases of 18 words. It can be recognized that when answering a summarization
request, the model will traverse only a small portion of the dataset.

Figure 7: Average response time of a summarization request for our proposed model
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5 Conclusion

Computerized summarization is considered a highly compound natural language processing
module, principally for the Arabic complicated language. Generating a text summarization model
for Arabic language, using an encoder-decoder attention system with dual attention process. In the
dual attention process, the attention model creases data from the encoder, with the dual attention,
the system can excerpt and create rational content, and the fusion of the two attention phases
creates precise text summaries. The enhanced attention mechanism gives high score to text repetition
increasing Phrase score and also capture the relationship between phrases and the title giving them
higher score. We trained the model on hundreds of Arabic texts and thousands of sentences from four
Arabic datasets including BillArab [20], ArabS [21], MLAR1 [22] and MLAR2 [22]. We evaluated our
model with different parameters and included significance as the most important parameter through
an ablation procedure. We compared our model versus state of the art models, and it outperformed
them in precision and in CPU time for training and extracting a significant sentence towards the final
summary.
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