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Abstract: Humankind is facing another deadliest pandemic of all times in
history, caused by COVID-19. Apart from this challenging pandemic, World
Health Organization (WHO) considers tuberculosis (TB) as a preeminent
infectious disease due to its high infection rate. Generally, both TB and
COVID-19 severely affect the lungs, thus hardening the job of medical prac-
titioners who can often misidentify these diseases in the current situation.
Therefore, the time of need calls for an immediate and meticulous automatic
diagnostic tool that can accurately discriminate both diseases. As one of the
preliminary smart health systems that examine three clinical states (COVID-
19, TB, and normal cases), this study proposes an amalgam of image fil-
tering, data-augmentation technique, transfer learning-based approach, and
advanced deep-learning classifiers to effectively segregate these discases. It
first employed a generative adversarial network (GAN) and Crimmins speckle
removal filter on X-ray images to overcome the issue of limited data and
noise. Each pre-processed image is then converted into red, green, and blue
(RGB) and Commission Internationale de I’Elcairage (CIE) color spaces
from which deep fused features are formed by extracting relevant features
using DenseNet121 and ResNet50. Each feature extractor extracts 1000 most
useful features which are then fused and finally fed to two variants of recur-
rent neural network (RNN) classifiers for precise discrimination of three-
clinical states. Comparative analysis showed that the proposed Bi-directional
long-short-term-memory (Bi-LSTM) model dominated the long-short-term-
memory (LSTM) network by attaining an overall accuracy of 98.22% for
the three-class classification task, whereas LSTM hardly achieved 94.22%
accuracy on the test dataset.

Keywords: Computer-aided diagnosis; decision support system; deep transfer
learning; deep fused features; tuberculosis; COVID-19

1 Introduction

The world faces a new health crisis when a new pneumonia-like disease with no known cause
suddenly surfaced among the people of China in the last month of the year 2019. After a thorough
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inspection, the medical scientists discovered it to be from the family of coronaviruses [1]. Being the
deadliest virus among others, this seventh member of the coronavirus family that can affect humans
is named severe acute respiratory syndrome coronavirus (SARS-CoV-2), responsible for COVID-19.
Thirty months after its emergence, this viral disease has affected more than 554 million humans out of
which 6.3 million lost their lives and these figures are still increasing. This virus has not only devastated
individuals inside China but also rapidly spread across the globe that the WHO' has declared this
outbreak a global pandemic. As reported by CDC", humans are unwittingly catching this pandemic
virus by directly contacting infected humans and transmitting it to others unknowingly. Moreover,
asymptomatic patients (humans without COVID-19 symptoms but test positive for COVID-19) also
play a vital role in spreading SARS-CoV-2 to others in the community. Until today, there is no cure
available for COVID-19, whereas vaccines are in the initial testing phase. Therefore, the only way
to control and combat this pandemic outbreak is to take infection control measures and stay in
quarantine and isolation [2].

Besides the continual spread of COVID-19, other diseases responsible for shortness of breath,
cough, and respiratory distress-related symptoms are also causing deaths worldwide. Tuberculosis
(TB) is one of the top deadliest diseases, as old as human civilization [3], caused by a bacterium, which
can affect the brain, spine, kidney, and lungs. In most cases, TB is a curable disease but still ranked in
the top ten causes of fatality across the globe since the 1990s. According to WHO Global tuberculosis
report’, an etiological agent, called Mycobacterium tuberculosis (M.tb), has affected more than 10
million humans and the death toll passes 1.4 million in the year 2019. In addition to this, TB has now
crossed the HIV figures and has become the leading mortality factor due to a single infectious agent
globally.

Like COIVD-19, TB is also transmitted through the air. Once a TB bacterium enters the human
body, it usually settles and grows in the throat or lungs, causes infection, and later becomes a
transmission agent. On the other hand, TB is non-infectious if it affects other body parts (kidney,
spine, brain, etc.). There exist two TB related conditions: TB disease (TBD) and latent TB infection
(LTBI). LTBI patients are infected by M. b but do not exhibit any symptoms. In certain situations, this
LTBI turns into TBD, when bacteria grow and accumulate themselves by defeating the weak immune
system of the human body. Unlike asymptomatic COVID-19 patients, LTBI patients are not infectious
and thus are not responsible for spreading TB infection to others [4].

Nowadays, Reverse-Transcription Polymerase Chain Reaction (RT-PCR) is used to identify
COVID-19 positive cases, while blood culture tests, chest X-ray images, and acid-fast staining
microscopy (AFSM) are being used to detect TB patients’. Unfortunately, RT-PCR and AFSM are
time-consuming methods, performed in specific environments by highly qualified and skilled techni-
cians to collect the specimens/sputum and stain those with chemical reagents for smear examination.
Therefore, current diagnostic measures also rely on radiological assessments for rapid screening and
accurate diagnosis of COVID-19 and TB. Regardless of interpretational difficulty and low specificity,
chest X-ray is still preferred for the detection of several diseases including TB in poor and remote
regions.

An early diagnosis of these infectious diseases can prevent the spread by isolating and monitoring
the health status of patients with proper treatment to avoid any fatality. COVID-19 and TB, being
the deadliest diseases, have affected the remote areas of poor countries as well, where health places

I'WHO: World Health Organization, Rolling updates on coronavirus disease: https://www.who.int/emergencies/diseases/novel-coronavirus-2019/events-as-they-happen.
2CDC: Centers for Disease Control and Prevention-US, https://www.cdc.gov/coronavirus/general-information.html.
3Global tuberculosis report 2020-WHO: hitps://www.who.int/publications/i/item/9789240013131.

4Centers for Disease Control and Prevention: Core Curriculum on Tuberculosis: What the Clinician Should Know. Presented at the (2013).
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often lack a trained medical staff for chest X-ray interpretation. Therefore, computer vision tools and
artificial intelligence-based frameworks are being widely utilized to analyze radiography images for
the detection and diagnosis of various diseases [5,0]. These computer-assisted automated intelligent
solutions evolved as an alternative to reduce human interaction and provide a sigh of relief to the
government and medical personnel.

Several traditional machine-learning approaches have been employed to build decision support
systems (DSSs) in the medical field. For instance, a DSS is developed by [7] to predict diabetes in
768 patients using a support vector machine (SVM), random forest (RF), and convolutional neural
network (CNN). A general overview of machine learning-based techniques for radiography image
segmentation and simulation can be found in [8]. Besides traditional machine learning algorithms,
researchers suggested various deep learning-based applications to improve the detection accuracy
of clinical decision-making systems by extracting features automatically from medical data. The
application of deep learning approaches in computer vision assignments (image classification and
segmentation, object detection, etc.) demonstrated promising results. Therefore, medical researchers
applied similar deep learning frameworks in the realm of medical science and imaging for abnormality
detection in various body organs. Such as scientists in [9] created an ensemble of two deep learning-
based models, CNN and long-short-term-memory (LSTM), separately trained on a similar dataset
containing magnetic resonance imaging (MRI), to precisely locate the tumor in the brain. After
applying some image filtering techniques as pre-processing approaches to enhance edges and reduce
noise, the ensemble network achieved better accuracy than individual models. Authors in [1 0] analyzed
the application of transfer learning on the performance of several CNN architectures while detecting
thoraco-abdominal lymph nodes and classifying interstitial lung disease. The deployed frameworks
were pre-trained on ImageNet weights to assess the significance of data scaling and spatial image
context on their performances. A comprehensive assessment of deep learning tools employed for noisy
radiography images can be found in [11].

To combat the COVID-19 pandemic, computer vision experts and the medical community have
proposed various diagnostic tools based on deep transfer-learning approaches to analyze radiography
images and blood sample data to differentiate COVID-19 patients from other pneumonic and normal
patients. For instance, [12] recommended a deep residual network model based on two-step transfer-
learning to distinguish COVID-19 positive cases, other pneumonia, and normal cases using a small
number of chest X-ray images. Moreover, they fine-tuned the model and pre-trained on a huge dataset
to achieve 91.08% accuracy. Similarly, another transfer-learning approach has been presented by
[13] for binary-class classification (COVID-19 identification among healthy patients) and three-class
problem (COVID-19 positive cases, other bacterial pneumonia affected patients, and normal patients)
using chest X-ray images. From the results, it is noted that MobileNet v2 performed well over other
frameworks (Inception ResNet v2, VGG19, Xception, and Inception) by accomplishing an accuracy
of 92.85% and 97.40% on three-class and two-class problems, respectively. The researchers in [14]
compared conventional deep learning-based customized CNN framework with traditional machine
learning-based logistic regression (LG) model to identify COVID-19 from normal chest X-ray images.
The comparative analysis showed that the CNN-based model outperformed the LG model by attaining
a high accuracy in minimal time. In [15], the authors suggested a hybrid deep learning approach
based on DarkNet and you look once (YOLO) networks for multi-class problems (Pneumonia vs.
COVID-19 vs. no-findings) as well as a two-class classification problem (no-findings vs. COVID-19).
From experimental results, it is concluded that the network achieved 87.02% accuracy on the three-
class classification problem while 98.08% accuracy on binary-class classification. Likewise, authors
in [16] used seven pre-trained transfer-learning networks to extract features from 2000 X-ray images
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and predicted the results by an ensemble of pre-trained networks’ outcomes. Their proposed model
attained 99.9% accuracy for the two-class classification task.

Contrarily, very less work, based on artificial intelligence approaches, has been reported to
distinguish TB among COVID-19 and healthy patients. Recently, [17] proposed a ResNetl8 [1§]
based on three binary decision trees (DT) to differentiate between COVID-19, TB, and normal cases
using chest X-ray images. The deep learning model is used to train each DT, where the first tree
separates abnormal X-ray images from normal ones, while the second tree determines TB among
abnormal images, and the third tree identifies COVID-19 cases. The model secured 98%, 80%, and 95%
accuracy for first, second, and third DTs, respectively. A CNN-based framework, consisting of four
convolutional layers (CLs), has been developed by [19] for the identification of TB, viral pneumonia,
bacterial pneumonia, and normal cases using X-ray images. Another research in [20] presented an
ensemble model based on GoogleNet and AlexNet networks to classify radiography images as TB
or healthy patients. Besides an untrained network, they also used a pre-trained network, trained on
ImageNet, to enhance the classification accuracy. The ensemble model outperformed the individual
networks (AlexNet and GoogleNet) by attaining an area under the curve (AUC) of 0.99. Likewise,
[21] proposed a two-stage CNN-based transfer-learning approach to identify non-TB patients using
TB culture test images. Their model achieved recall and precision of 98% and 99%, respectively, on TB
negative class.

Although the deep learning approaches proved to be successful in medical image analysis, they
require a huge amount of image data for training and testing. However, radiography images are not
available publicly in large quantities due to patient privacy and confidentiality laws, thus an imbalanced
dataset causes more complexity and attains results in uncertain performance [22]. Therefore, various
data enhancement and augmentation methods have been proposed by computer vision scientists to
increase the amount of dataset. The medical research community incorporated these techniques to
overcome the biases of the model towards majority classes, such as [23] using generative adversarial
network (GAN) to generate synthetic computed tomography (CT) images. The synthesized data
enhanced the responsiveness of CNN from 78.6% to 85.7% for liver lesion diagnosis. Similarly,
data augmentation techniques have been widely adopted for COVID-19 and TB diagnosis [5,6]. A
comprehensive review of data augmentation methods can be found in [24].

The artificial intelligence-based research related to COVID-19 diagnosis is still in its infancy state,
especially in differentiating TB patients from COVID-19-affected patients using X-ray images. Both
diseases can be fatal if not diagnosed properly and treated promptly, thus deep learning approaches
can be exploited for early diagnosis and segregation of TB and COVID-19 positive cases from normal
healthy individuals that radiologists might miss while investigating X-ray images. In this regard, this
article proposes a hybrid deep transfer-learning approach to get deep fused features, which are then
fed to the recurrent neural network (RNN) based classifiers for TB, COVID-19 positive, and normal
cases identification and segregation. Following are the major contributions of this research.

B Provides a diagnostic tool for TB and COVID-19, which can be utilized individually or in
combination with AFSM and RT-PCR to minimize the miss rate and false alarm probability
of these conventional clinical tests.

B Incorporated a deep transfer-learning approach using pre-trained ResNet50 and DenseNet121,
hybridized with LSTM and bi-directional LSTM (Bi-LSTM) to optimize the performance.

B Exploited Crimmins speckle removal filter and GAN to enhance classification performance of
the proposed network by overcoming noise and class imbalance issues, respectively.
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B Compared the presented approach with previously published techniques, and analysis demon-
strated that the suggested idea is superior to other concepts.

B The obtained results were very conclusive that further enhanced and hasten the early identifi-
cation process of TB and COVID-19 by attaining better accuracy using the proposed Bi-LSTM
model on test data.

The remaining paper is structured as follows. Section 2 presents the overview of data collection
and proposed methods used in the experimental setup. Section 3 explains the experimental work and
outlines the results, whereas Section 4 presents the comparative analysis with other approaches. The
concluding remarks are illustrated in Section 5.

2 Materials and Methods

This study suggests an accurate and fast diagnostic tool to categorize patients as affected by
SARS-CoV-2 virus, TB, and normal ones using X-ray images. To successfully segregate the X-ray
images into three clinical states (COVID-19, TB, normal), Fig. | depicts the proposed workflow of the
experimental setup. The chest X-ray images dataset is collected from three different publicly available
online sources. As the composed dataset is limited and imbalanced, therefore the study exploits
GAN as a data augmentation technique to balance the dataset. Later, it applies a Crimmins speckle
removal filter to remove unwanted noise and enhance the image quality. Next, it obtains Commission
Internationale de I’Elcairage (CIE) color space for each red, green, and blue (RGB) radiography
image. Next, two different pre-trained deep learning frameworks (ResNet50 and DenseNet 121) extract
important features from the CIE and RGB color spaces of each image to form deep fused features.
ResNet50 extracts the 1000 most optimal features from the RGB image, while DenseNet121 outputs
the 1000 most optimal features from each CIE image. Finally, these fused features pass through
variants of RNN-based classifiers (LSTM and Bi-LSTM) for clinical state segregation. The rest of
the section provides an overview of the methods and materials used to perform the required tasks.

Dataset
[r— —
_— fr— CIE|
Data Noise J
Augmentation —te Removal )
- RGEJ tl
— ResNet50
TB Patient ' ] l | ]
. -““‘
Healthy Individual b — Dense Layer
COVID-19 Patient

— DenseNet121
Deep Learning Model

Figure 1: Workflow of the proposed system

2.1 Dataset Overview

This study carried out the experimental work on a dataset gathered from three different online
sources, outlined in Table 1. The dataset consists of 450 X-ray images, about COVID-19 patients,
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collected from COVID-19 Image Data Collection’, while 394 X-ray images with manifestations of TB
and 406 normal-cases X-ray images were downloaded from two datasets (Montgomery County X-ray
set, and Shenzhen Hospital x-ray set) of NIH-USNLM®. To make the data divergent and sufficient
for training and testing, 196 more X-ray images of normal healthy patients were downloaded from
the Chest X-Ray Images repository [25]. Thus, the collected dataset consists of 1444 images in total
(600, 450, and 394 X-ray images of normal healthy individuals, patients affected by SARS-CoV-2, and
patients suffering from TB, respectively). Furthermore, to make a balanced dataset, data augmentation
is employed to create more X-ray images for COVID-19 and TB classes using GAN (described in the
following sub-section) to have efficient data for training and testing.

Table 1: Data set overview

Cases Original instances Augmented instances Total
COVID-19/SAR-CoV-2 450 150 600
Tuberculosis (TB) 394 206 600
Normal cases 600 0 600
Total 1444 356 1800

As the dataset is compiled from various sources, the images’ sizes vary. The images’ size related
to COVID-19-affected patients varies from 157 x 156 to 5623 x 4757 pixels, whereas the images
downloaded from NTH-USNLM are 3000 x 3000, 4020 x 4892, or 4892 x 4020 pixels, while images
from the third source vary from 994 x 758 to 2572 x 2476 pixels. To bypass the effect of image size on
classification performance, the collected dataset images were normalized to 224 x 224 before feeding
into the proposed system. Fig. 2 depicts X-ray image samples of COVID-19 affected patients and
normal healthy patients, whereas images from NIH-USNLM about TB and normal patients are not
depicted in Fig. 2 due to copyright and privacy agreement.

—

(a) (b)

Figure 2: Instances of radiography images data set utilized for recommended framework,
(a) COVID-19 positive cases, and (b) normal cases

2.2 GAN for Data Enhancement

GAN is broadly adopted by researchers as a data augmentation tool in the field of computer vision
and image processing to generate artificial/fake images same as original images. Besides enhancing the

5Cohen, J.P., Morrison, P,, Dao, L., Roth, K., Duong, T.Q., Ghassemi, M.: COVID-19 Image Data Collection: Prospective Predictions Are the Future. (2020).
6NIH-USNLM: National Institute of Health-United States of America National Library of Medicine, https://[hncbe.nlm.nih.gov/publication/pub9931.
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data by producing sufficient training samples, it is also exercised to overcome the class imbalance issue.
The multilayer perceptron exhibited in two deep networks in GAN typically consists of a discriminator
(D) and generator (G) that compete with one another in the course of training [26]. The G handles the
generation of fake images like real images, while D attempts to discriminate between real and generated
images. To learn p,, distribution of generator, a prior on variables p. (z), input noise, is defined. First
multilayer perceptron network is defined by G(z; 6,) to determine the mapping of data space with 6,
as network parameter of differentiable function G. Later the output x from G is fed to second deep
network D(x; 6,) to yield the final output with probability D (x) to discriminate x as fake or real.

For this study, the GAN network is trained to maximize the likelihood of observed samples.
Therefore, according to the GAN model presented in [26], the V (G, D) is defined as an objective
function for both D and G by

ming maxp, V (G, D) = E,,,_ ® [logD (x)] + E.-,,[log (1 — D (G (2)))] Q)
In Eq. (1), E corresponds to expectation. This suggests that the GAN model should be trained in a
manner to minimize the error for G to make D fool so that it could not differentiate between actual and

generated images. Table 2 lists the GAN architectural setup and parameters used to generate synthetic
data for this study.

Table 2: Parameters of generative adversarial network

Parameter Value

Learning rate 0.0002

Loss function Binary cross-entropy

Batch size 6

Dropout probability 0.25

Optimizer Adam

Convolutional layer 2

Activation function Rectified linear unit (ReLU)
Kernel size 3x3

2.3 Image Filtering

In artificial intelligence, besides various factors, classification accuracy is also dependent on the
quality of the input image. A noisy input image restrains better classification, therefore several image
filtering and enhancement techniques have been introduced by experts to suppress unwanted noise
before admitting it to the training processing. These noisy images can contain two types of noise;
speckle noise, and salt-and-pepper noise. Speckle noise appears while acquiring an image, whereas
salt-and-pepper occurs as a result of abrupt disruption of the image signal. Researchers extensively
utilized conservative, frequency, Gaussian, Laplacian, mean and median filters to eliminate such
noises. A basic machine learning model trained on pre-processed images can attain better accuracy
than compared to a complex model trained on raw images. Thus, for this study, we employed a
Crimmins speckle removal filter to enhance the quality of radiography images.

Crimmins speckle removal filter based on complementary hulling technique is used to lessen the
speckle index of an image by correlating the pixel’s intensity within its surrounding [27]. A non-linear
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noise reduction technique adjusts each center pixel, in a window with a size of 3 x 3, by comparing
it with the nearest eight neighboring pixels. Each pixel is modified to enhance its representation
according to its surroundings by operating in a sliding window fashion that either decrements or
increments the pixel value based on relative comparison with surrounding pixels as shown in Fig. 3.
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Figure 3: Overview of Crimmins speckle removal algorithm

The algorithm constitutes of two steps. Firstly, the pepper filter lightens a pixel under inspection
(PUI) by doubling its value if PUI is darker when compared with an eastern neighboring pixel. The
procedure is reproduced for comparison with western pixels. Secondly, the salt filter checks if PUI is
lighter than the eastern neighboring pixel, it decrements the value of PUI. Similarly, the operation
by the salt filter is reciprocated for balancing PUI with western neighboring pixels. In the same
way, the procedure is reciprocated for pairwise comparison of Northern-Southern, Northeastern-
Southwestern, and Southeastern-Northwestern neighbors for the resultant image.

2.4 Transfer Learning Frameworks for Feature Extraction

In machine learning, transfer-learning is a popular technique in which a model is designed and
trained for an assignment rehash as an introductory to a new task. Such deep learning-based models
pass on the knowledge of the trained model to enhance the learning in a new task while optimizing
the performance during modeling. This section provides an overview of transfer learning models used
in this experimental study to extract features from radiography images, which are then fed to different
classifiers for classification.

2.4.1 ResNet50

Residual network (ResNet) is an extremely vigorous and robust deep neural network that accom-
plished astonishing results for ImageNet localization and detection in a competition called ImageNet
Large Scale Visual Recognition Challenge (ILSVRC 2015) [18]. Before ResNet, deep networks face
a degradation problem by saturating the accuracy value, which then swiftly degrades due to the
vanishing gradient effect. Reference [18] addressed the issue by introducing the ResNet framework
that establishes identity connections between different layers. Instead of approximating the original
mapping between input and output, these additional identity connections optimize residual mapping
function by induction of non-linear CLs. To generate optimal identity mapping, the ResNet model
learns the residual function such that it approaches zero. Near to zero residual value enables the
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network to extract the best-case optimal feature map that encompasses pertinent features for accurate
classification.

ResNet model was designed for image recognition and classification (ImageNet classification) but
later it is widely adopted for other computer vision tasks. There are many variants of ResNet, but we
exploited ResNet50 not just because of its popularity as a vibrant network but also because of its better
performance obtained over other state-of-the-art pre-trained networks in the initial experimental setup
of this study. The ResNet50 architecture consists of four stages, as depicted in Fig. 4. Each stage has
several CLs and max-pooling (MP) layers. After every network stage, the input size reduces while
channel width gets doubled. Lastly, the average-pooling (AP) layer is placed followed by a dense layer
with thousand neurons.

-

Images Dataset

e
o e

A
3
r
g
P
0

\_
—c

*CL: Convolutional Layer FC: Fully Connected Layer

Figure 4: Overview of ResNet50 architecture (modified from [18])

2.4.2 DenseNetl21

In traditional deeper CNN models, the image features vanish before reaching the destination due
to longer passage between output and input layers. To overcome the issue of gradient vanishing effect,
like ResNet, a new way of developing a deeper convolutional network was presented by [28] that uses
shorter but direct feed-forward connections between each layer of the network. The layers are placed in
such a fashion that the first layer establishes links with all succeeding layers. Similarly, every next layer
attaches itself with other succeeding layers to maximize the information flow and effectively utilizes
the extracted image features. Rather than learning representational power from a deep framework,
which requires more parameters, the model enhances the network’s potential by reusing the features.

DenseNet is specifically designed to ensure maximum flow of information, thus resembling
ResNet but has a few fundamental differences. ResNet adopts an additive method (+) to combine the
identity of the succeeding layer with the preceding layer, while DenseNet concatenates the incoming
feature maps with output feature maps. For this study, DenseNetl121 (see Fig. 5), as the name
implies, contains 121 layers in total, and is used to extract the effective features that can be used for
classification while processing further. Like ResNet, the last layer (fully connected layer) is used to
extract the 1000 most relevant features for this study.
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Figure 5: Overview of DenseNet121 architecture (modified from [28])

2.5 Deep Learning Models as Classification Network

This section provides an overview of deep learning recurrent models exploited for the classification
of X-ray images as TB, COVID-19 or normal.

2.5.1 LSTM

The conventional deep neural networks do not preserve previous information while processing
for future context prediction, therefore, experts added a twist to neural networks by introducing an
auto-associative network, known as RNN. By forming a directed cycle among different units of RNN,
the model exploits internal memory for sequential information processing. These traditional RNNs
tackle sequence of data using recurrent hidden states that can only keep feature representations over
a short time, thus experiencing short-term memory due to the gradient vanishing effect. To overcome
the issue of vanishing gradient, [29] proposed LSTM as a variant of RNN to learn the features of input
data and retain it for a longer period. LSTM propagates information flow using cell states with a gated
mechanism, comprised of input, output, and forget gates as Fig. 6 depicts. The neural network-based
gates discard irrelevant features and propagate the rest to the cell state. To calculate features’ relevancy
feg, forget gate squeezes prior hidden state /,,_, and presents input x,, at time #m using o, sigmoid
function, by:

fgtm = U(I/I/}g[htm—l + xtm] + b/’g) (2)

where b, refers to the bias of forget gate. The gate retains the information if fg approaches 1, else it
discards. Similarly, the input gate determines features’ importance ig by squishing x,, and 4,,_,, and
adds bias b,,:

igtm = O—(I/I/ig[hlmfl + xrm] + big) (3)

Furthermore, it determines candidate ¢ by processing x,, and /,,_, through ranh function and later
performs pointwise multiplication with an output of ig to conclude the importance of information. To
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update cell state c,,, it executes pointwise multiplication and addition using:

Clm =fgtm X Ctm—l + lgtm X c (4)
where c,,_, is the previous cell state. In addition, the output gate calculates relevant features by:
08m = G(Wog[htn1—l + xtm] + bog) (5)

where b,, corresponds to output gate bias. To determine the new hidden state, 4,,, it then executes
pointwise multiplication by:

htm == Ogtm X tanh(cfm) (6)
DY iy o &
i :
1Ctm-13 ~
L) "
‘--‘ . SA——
"'-"\
lhlm Ir
‘\ -
‘,";(:; . | Forget Gate
o sigmoid pointwise multiplication .':fg‘..,:‘. forget gate output {Z)gm:} output gate output
o tanh pointwise addition .'jg.n.:: input gate output -':Cun:l new cell state
:a:;)un-i: previous cell state ':E"“'b previous hidden state f: (= :: candidate -':h + new hidden state

Figure 6: Gated structure of the long-short-term-memory network

In the end, new hidden and cell states are carried to the next unit for prediction.

2.5.2 Bi-LSTM

Bi-LSTM [30]is a combination of independent LSTMs or RN N, associated with the same output,
that allows analyzing features or series of data at each time step in both directions (forward and
backward). Fig. 7 depicts that Bi-LSTM not only considers current and previous information but
also accounts for succeeding information to forecast the outcome. The networks calculate output y
by examining forward activation (a,,) and backward activation (a,,) at time /m with weight W and
activation function, g:

Vm =& (I/K [E,,,,, Etm] + by) (7

While processing input data, unlike LSTM, Bi-LSTM preserves future and prior representations
using a combination of two hidden states/layers; forward and backward. These states work in a
different directions from each other. One state operates with input data while the other processes
preceding information. Subsequently, the network combines the representations of these two states
(forward/future, past/backward) for final prediction as shown in Fig. 7. This outstanding approach
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to preserving information enables Bi-LSTM to correctly interpret the context of input data, thus it is
widely adopted in the research community.

Forward
States

ackward
States

Figure 7: Working of bi-directional long-short-term-memory

3 Experimental Results

Besides the objective of identifying X-ray images as one of three clinical states, this study also
aims to improve the network performance by extracting effective features using pre-trained deep
networks hybridized with RNN-based classifiers. In furtherance of discovering outstanding classifiers
and pre-trained models for the problem at hand, this study exhaustively experimented with various
combinations of eight different state-of-the-art pre-trained models along with nine classifiers (KNN,
SVM, LG, RF, Naive Bayes (NB), LSTM, Bi-LSTM, CNN, and DT).

The initial experimental results revealed that DenseNetl21 and ResNet50 performed better
than other transfer-learning networks, while LSTM and Bi-LSTM outperform the remaining seven
classifiers by attaining 93.5% and 94.9% accuracy, respectively. Thus, for the proposed scheme,
the study selected DenseNetl121 and ResNet50 as feature extractors, and LSTM and Bi-LSTM as
classifiers. The proposed research scheme’s goal is to analyze the effect of color space conversion
and forming deep fused features on the classification performance of the model. To achieve the goal,
this section describes image pre-processing steps and experimental details of feature extraction, deep
fusion, and classification approaches. Later, it also provides comparative analyses of classification
performances of LSTM and Bi-LSTM classifiers.

3.1 Dataset and Image Pre-processing

For this, the collected dataset comprised 450 COVID-19 positives, 396 TB, and 600 non-
COVID/non-TB (healthy persons) cases gathered from various sources. As images vary in size,
therefore, some image pre-processing steps are performed before feeding data to the proposed model.
Firstly, all the images are resized to 224 x 224 pixels. Secondly, to avoid class imbalance effects, 204
and 150 more synthesized images are generated for TB and COVID-19 classes, respectively, using
GAN, thus the dataset tally reaches 1800 (600 in each class). Two expert radiologists were consulted
to confirm the annotation of synthesized images. Later 25% of the dataset is reserved for training while
the remaining 75% is used for training and validation purposes, as listed in Table 3.
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Table 3: Data set division as training, validation, and testing sets

Classes Dataset Training/Validation ~ Testing
COVID-19 cases 600 450 150
TB cases 600 450 150
Normal cases 600 450 150
Total 1800 1350 450

Finally, to enhance the image quality by reducing noise from raw images, Crimmins speckle
removing filter is applied. The Crimmins speckle removal filter reduces the speckle noise by analyzing
each pixel of the image in a sliding window fashion. It minimizes salt and pepper noises by following
the steps described in Section 2 of this paper. Few filtered images are shown in Fig. 8.

Figure 8: Filtered image samples using Crimmins speckle removal filter

3.2 Feature Extraction and Deep Fusion Approach

Once the image pre-processing steps are performed, which include image-scaling, augmentation,
and filtering, the resultant images are also converted from RGB to CIE color space. The images in
these two-color spaces (RGB and CIE) are then fed to pre-trained deep learning models (ResNet50
and DenseNet121). Each image in RGB color space is fed to ResNet50 while the same images in CIE
color space are fed to the DenseNet121 framework. These pre-trained deep learning models, trained
on a large ImageNet dataset, were adjusted in the proposed model to extract 1000 effective features
from each image. The fully connected layers in ResNet50 and DenseNet121 contain 1000 nodes that
help to output the 1000 extracted features each. Thus, a fully connected layer in ResNet50 outputs
1000 features of X-ray images fed in RGB color space. Similarly, a fully connected layer in Densel21
produces 1000 features of X-ray images fed in CIE color space. The extracted features from two color
spaces are then fused to obtain 2000 features, which are then fed to proposed LSTM and Bi-LSTM
models for image classification. This study also exploited various other pre-trained models for feature
selection, but it only presents the models that contributed to high performance.

3.3 Classification

Once the extracted features from pre-trained ResNet50 and DenseNet121 models are fused, it is
then given to the classifier to segregate TB and COVID-19 cases among normal ones. For this study,
two different RNN-based classifiers (Bi-LSTM & LSTM) were utilized separately in the proposed
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scheme, and experiments were repeated for each classifier. First, LSTM is used as the sole classifier in
the proposed approach for training and test purposes. In the second experiment, Bi-LSTM is employed
as a classifier to analyze the network’s performance from start. The ResNet50 extracts a feature vector
of 1 x 1000 for each image in RGB color space, and the DenseNet121 model also excerpts a feature
vector of 1 x 1000 for each image in CIE image space, which are then fused and given sequentially as
input to the classifier.

Even though the data is enhanced by generating synthesized images using GAN, but still limited.
Therefore, we adopted a k-fold cross-validation procedure on the training set (that contains 1350
radiographic images) to generalize model performance on unseen data. Empirically, k is set to 5,
thus 1350 images are shuffled randomly and split into 5 groups. In each of these 5-folds, 20% of the
dataset (equates to 270 images) is used for validation. For experiments on both classifiers, 5-fold cross-
validation techniques are adopted.

For this proposed network, we incorporated LSTM as a sole classifier for a 3-class classification
problem. After lengthy examination and experiments with various potential combinational layers
of LSTM architecture, we concluded with a perfect LSTM framework for the problem at hand.
The model consists of four consecutive LSTM layers and two dense layers. The number of units in
every layer was calculated empirically and set to 100. Other than the last LSTM layer, the return-
sequence argument is activated to guarantee the output of cells in layers. Moreover, to avoid overfitting,
a dropout of 3% follows each LSTM layer. Finally, two dense layers having 25 and 3 neurons,
respectively, are deployed for final classification. Furthermore, a mean squared error (MSE) is used as
a loss function with Adam optimizer (learning rate of 0.0001) having epochs and batch-size of 150 and
50, respectively. For the three-class classification problem, Fig. 9a depicts the loss/accuracy curves of
the proposed LSTM model, whereas Table 4 summarizes the performance over 5-fold cross-validation.
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Figure 9: (Continued)
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Figure 9: Overall accuracy and loss curves of proposed classification models on training and validation
set (a) Long-short-term-memory (LSTM) model, and (b) Bi-directional LSTM model

Table 4: Long-short-term-memory performance on the validation set for each fold

Precision (%) Recall (%) F1-score (%) Accuracy (%)
First fold 94.86 94.81 94.84 94.81
Second fold 95.60 95.56 95.58 95.56
Third fold 94.10 94.07 94.09 94.07
Fourth fold 94.10 94.07 94.08 94.07
Fifth fold 94.46 94.44 94.45 94.44
Overall 94.62 94.59 94.61 94.59

The study also used Bi-LSTM as a classifier in the proposed scheme depicted in Fig. | to
discriminate COVID-19 positive cases from TB cases and healthy individuals by analyzing deep fused
features. Like LSTM, after extensive trials with different Bi-LSTM architectural layers combinations,
a best Bi-LSTM model is designed with 5 hidden layers, having 32 hidden layer units, with randomly
initialized weights. This takes 2000 fused features as an input, while the output unit is set to 3 for
the segregation of three-clinical states. Similar to the LSTM model, an Adam optimizer (learning-rate
of 0.0001) along with MSE as loss function is exploited, having epochs and batch-size of 150 and
50, respectively. The proposed Bi-LSTM model performed best when the dropout was set to 0.20 at
each LSTM output while the recurrent drop was 0.25. Fig. 9b depicts the loss/accuracy curves of the
proposed Bi-LSTM model, whereas Table 5 summarizes the performance over 5-fold cross-validation
for three-class classification.
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Table 5: Bi-directional long-short-term-memory performance on the validation set for each fold

Precision (%) Recall (%) F1-score (%) Accuracy (%)
First Fold 97.10 97.04 97.07 97.04
Second Fold 96.29 96.30 96.29 96.30
Third Fold 95.94 95.92 95.93 95.93
Fourth Fold 97.79 97.78 97.79 97.78
Fifth Fold 97.42 97.41 97.41 97.41
Overall 96.91 96.89 96.90 96.89

3.4 Performance Analysis

The models were trained and experiments were repeated separately for two RNN-based classifiers,
as described above. The LSTM and Bi-LSTM models’ performance accuracy on the validation set are
listed in Table 6. Besides the validation set, the trained models were later evaluated on an unseen test
dataset, comprised of 450 X-ray images (150 images in each class). The performance analysis of trained
models on the test set is tabulated in Table 7, while performances of LSTM and Bi-LSTM for each
clinical state are summarized in Tables 8 and 9, respectively. It is evident from experimental results that
the Bi-LSTM model outperformed the proposed LSTM model for the classification of X-ray images
into three clinical states (COVID-19, TB, and normal). Bi-LSTM model classified all the COVID-19
positive cases correctly, while the LSTM model misclassified a few COVID-19 cases and TB cases
as well.

Table 6: Performance comparison between proposed long-short-term-memory (LSTM) and Bi-
directional LSTM models on the validation set

Precision (%) Recall (%) Fl-score (%)  Accuracy (%)

LSTM 94.62 94.59 94.61 94.59
Bi-LSTM 96.91 94.89 96.90 96.89

Table 7: Performance comparison between proposed long-short-term-memory (LSTM) and Bi-
directional LSTM models on the test set

Precision (%)  Recall (%) Fl-score (%)  Accuracy (%)

LSTM 94.22 94.22 94.22 94.22
Bi-LSTM 98.22 98.22 98.22 98.22

For this study, experiments are performed using Jupyter Notebook with Python 3.6 and packages
(Keras and Tensorflow). The hardware configuration includes (GPU) NVIDIA Quadro K500 and
32 GB RAM with Intel® processor (Xeon® CPU).
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Table 8: Long-short-term-memory performance for each class in the test set

Precision (%) Recall (%) Fl-score (%)
COVID-19 94.74 96.0 95.36
TB 92.62 92.0 92.31
Normal 95.30 94.67 94.99
Overall 94.22 94.22 94.22

Table 9: Bi-directional long-short-term-memory performance for each class in the test set

Precision (%) Recall (%) F1-score (%)
COVID-19 98.03 99.33 98.68
TB 97.97 96.67 97.32
Normal 98.67 98.67 98.67
Overall 98.22 98.22 98.22

4 Summary and Discussion

As literature in Introduction Section suggested, the previously published works are mostly related
to COVID-19 identification among other viral or bacterial pneumonia or distinguishing TB from
other pneumonia cases, but as per our findings, very little research is done on COVID-19 segregation
from TB and normal cases. Such as [1 7] proposed a classification system based on three binary DTs,
each having ResNet18 to distinguish COVID-19 positive cases and TB cases from normal ones. The
first DT identifies abnormal X-ray images from normal by attaining accuracy of 98%. The second
DT segregates TB cases with 80% accuracy while the last DT identifies COVID-19 positive cases by
accomplishing an accuracy of 95%.

Table 10 summarizes the studies related to three-class classification problems, either discriminat-
ing COVID-19 from other pneumonia or TB among viral pneumonia. For instance, [3 1] proposed a 3D
deep learning-based model to identify COVID-19 from other pneumonia cases using CT images, and
attained an accuracy of 86.7%. Similarly, [32] used pre-trained ResNet18 with various segmentation
models to predict COVID-19 from other pneumonia cases using CT images along with metadata.
They accomplished an overall accuracy of 92.49%. For identification of pulmonary disease and
COVID-19, [33] suggested a system based on the VGG16 framework using X-ray images that secured
97% accuracy. Another pre-trained transfer-learning-based model (Xception framework) has been
developed by [34] to identify COVID-19 from a three-class classification task. They achieved an
accuracy of 95% on X-ray images. In addition to these, a researcher in [35] attained high accuracy
of 99.93% by introducing a hybrid approach based on image filtering, feature-extraction, and SVM
classifier to identify COVID-19, however, the study is conducted to solve a two-class classification
task. Another three-class classification diagnostic system is proposed in [36]. They investigated various
techniques and finally concluded that a hybrid combination of stationary wavelet transformation as
data augmentation technique, AlexNet, ResNetl101, and SqueezeNet as feature generators, iterative
chi-square as feature selector, and SVM as classifier performed well to segregate COVID-19 cases
from normal and other pneumonia cases. Their proposed model achieved 99.24% accuracy.
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Table 10: Comparative analysis of the proposed model with prior studies for three-class classification
problem

Ref. Method names Classes  Accuracy (%)
[17] ResNet18-based three binary decision trees 3 86.70
[12] Deep Residual Network 3 91.08
[13] MobileNet V2 3 92.85
[31] Three-dimensional deep learning-based model 3 86.70
[32] ResNetl18 as a classification model with deep 3 92.49
learning segmentation models
[33] VGG-16 3 97.00
[34] Xception-based customized convolutional neural 3 95.00
network
Proposed Method ResNet50 + Desnsel21 for feature extraction and 3 98.22
Bi-directional long-short-term-memory for
classification

As most of the published works have been done on separate classification tasks, therefore this
research is conducted to fulfill the gap of distinguishing TB cases in this critical time when TB cases
might be mismanaged due to pandemic workload in hospitals. Thus, this research not only identifies
COVID-19 from normal cases but also segregates TB cases from COVID-19 and normal healthy cases.
This study analyzed the effect of image conversion to various color spaces and forming deep fused
features with the help of pre-trained ResNet50 and DenseNet121. Unlike other studies, we placed a
single classifier to predict the X-ray images as either COVID-19 positive case, TB case, or healthy
patient.

At the time of prior studies related to COVID-19, mentioned above, a very limited dataset
was available publicly, but this study utilized 450 images of COVID-19 and 394 images of TB
annotated X-ray images while GAN is also incorporated to bypass overfitting issues. Most of the
previously published studies used traditional classifiers with the transferring-learning approach, while
this paper is based on deep fused features with variants of RNN-based classifiers. The proposed model
outperformed prior works and studies in terms of performance accuracy and provides a scheme as a
solution for a research task that is in a fancy state (segregation of TB and COVID-19).

5 Conclusion

The study investigated a deep transfer-learning approach with RNN-based classifiers for seg-
regation of TB and COVID-19 positive cases from normal healthy persons using X-ray images. In
this pandemic time of overturned hospitals and clinics, where a medical practitioner can sometimes
misidentify a TB or COVID-19 positive case while investigating X-ray images, the proposed diagnostic
tool can be used along with practitioner findings to enhance the sensitivity and accuracy of the final
decision. The study presented a hybrid deep learning approach that uses pre-trained ResNet50 and
DenseNet121 models to form deep fused features using X-ray images of different color spaces. Before
feeding X-ray images to pre-trained models, GAN and Crimmins speckle removal filters are used
for dataset enhancement and noise removal, respectively. Each image, after filtering, is converted to
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different color spaces (RGB and CIE), which are then fed to ResNet50 and DenseNet121. Later, the
proposed model discriminates the image into three clinical states using RNN based classifier. The study
implemented LSTM and Bi-LSTM separately for classification, and experimental results showed that
Bi-LSTM performed well by accomplishing an overall accuracy of 96.89% while the LSTM model
achieved an overall accuracy of 94.59% on a validation set with a 5-fold cross-validation technique.
To check the performance of proposed methodologies further, both models are examined on the test
dataset, where Bi-LSTM and LSTM models attained 98.22% and 94.22% accuracy, respectively.

Furthermore, comparative analyses with previously published works depict that performance of
proposed Bi-LSTM with deep fused features using ResNet50 and DenseNet121 surpassed most of the
related works. The future work includes the investigation of adding classifiers in tree-level structure for
more multi-class classification problems by including images of bacterial and viral pneumonia cases
along with TB and COVID-19 positive cases images.
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