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Abstract: English to Urdu machine translation is still in its beginning and
lacks simple translation methods to provide motivating and adequate English
to Urdu translation. In order to make knowledge available to the masses, there
should be mechanisms and tools in place to make things understandable by
translating from source language to target language in an automated fashion.
Machine translation has achieved this goal with encouraging results. When
decoding the source text into the target language, the translator checks all
the characteristics of the text. To achieve machine translation, rule-based,
computational, hybrid and neural machine translation approaches have been
proposed to automate the work. In this research work, a neural machine
translation approach is employed to translate English text into Urdu. Long
Short Term Short Model (LSTM) Encoder Decoder is used to translate
English to Urdu. The various steps required to perform translation tasks
include preprocessing, tokenization, grammar and sentence structure analysis,
word embeddings, training data preparation, encoder-decoder models, and
output text generation. The results show that the model used in the research
work shows better performance in translation. The results were evaluated
using bilingual research metrics and showed that the test and training data
yielded the highest score sequences with an effective length of ten (10).
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1 Introduction

English is a West Germanic language that was first adopted in early medieval England and became
the lingua franca long thereafter. English is mainly written in Latin script, but there are other scripts
such as B. Anglo-Saxon Rues, English Braille, and Unified English Braille. The language has 26 basic
letters, each with upper and lower case letters. English is written from left to right. Urdu, commonly
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known as Lashkar, is the standard Persian record of Hindustani. It is the official language of Pakistan
and Indian-controlled Jammu and Kashmir, and is one of the 22 official languages recognized by the
Indian constitution. Urdu is written in Persian-Arabic script known as Naskh and Taliq script. Urdu
has 39 basic letters called “Tahajji” which are written from right to left.

The art of translating works into written texts is as old as written literature. Machine translation
is a branch of artificial intelligence in which a computer or any other machine contains a dictionary as
well as programs and instructions to make choices, make logical decisions for this purpose, translate
sentences, phrases and words of textual utterances in natural language. Machine translation uses ideas
from interdisciplinary fields such as linguistics, computer science, artificial intelligence, statistics, and
mathematics. The source language is the morphological enigma of the translated text, and the target
language is the translated language translation of the source text. The taste and perception of text input
is maintained throughout the translation process, and the purpose and melody of the information is
preserved throughout the sentence. Machine translation can be bilingual or multilingual. Bilingual
translation only selects two languages for machine translation, while multilingual translation is more
than one language for machine translation. Machine translation can be decoded and rearranged the
acquired meaning in the target language. During the process of decoding the source text into the target
language, the translator examines all the characteristics of the text. This approach requires a detailed
analysis and understanding of the source and target languages in terms of syntax, semantics, and
syntax. Two fundamental needs have arisen in the history of machine translation: one is to disseminate
and empower a person to understand the information provided by a foreign language. Another is
to achieve communication between people of different backgrounds. Therefore, in order to make
knowledge accessible to the general public, there should be a mechanism and tools in place to make
things understandable by translating from the source language to the target language in an automated
manner. Machine translation has achieved this goal with encouraging results. Recent developments
in computational linguistics and natural language processing can efficiently process large volumes of
textual utterances, making machine translation a reality.

There are four types of translation models for translation from source language to target language,
including rule-based, computational, hybrid, and neural machine translation models. Rule-based
translation models deal with linguistic properties of source and target languages. After processing
these attributes, a rule-based translation model converts words, phrases, and sentences into rules. The
whole process requires a thorough analysis of the input source language and output target language.
Compared to rule-based translation, statistical translation is more robust and does not require
linguistic information. Statistical machine translation relies on models such as pattern recognition,
statistical decision theory, and machine learning models. This type of machine translation consists of
three main parts. The translation module is the first component to contain probabilistic mappings
between source and target languages. The language engine of the second component is responsible
for generating fluent target sentences, and the last component is the decoder, which uses the first two
modules to translate sentences at runtime. Hybrid translation is a mix of statistical and rule-based
machine translation. Hybrid machine translation uses translation memory, making it more accurate
in terms of accuracy. This method of translation has many drawbacks, the most important of which is
the need for thorough human editing. To create mathematical models of computer translation, neural
machine translation relies on neural network models built on top of the human brain. The advantage
of the neural machine translation paradigm is the use of a single model to train and decode both source
and target languages.

The types of machine translation discussed above have both positive and negative aspects. Rule-
based machine translation requires the study of source and target languages. This analysis is required
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for every language pair considered in machine translation. Machine translation engines are created
based on linguistic methods, so the resulting translations are better than normal machine translations.
Statistical machine translation methods cannot take into account all aspects of the syntactic and
morphological diversity of the source and target languages. Neural machine models eliminate the need
for advanced systems typical of the other three forms of machine translation. Urdu is a language that
is spoken and written not only in South Asia but also in the West. Urdu is the official language of India
and Pakistan. Urdu is used as a language of instruction in schools, lower levels of government, Indian
sub-content and newspapers. Urdu is also spoken in Bangladesh, Nepal, and Afghanistan, and has
become the lingua franca of South Asians living outside the subcontinent, especially in the Middle
East, Europe, the United States, and Canada. When it comes to foreign languages, English is very
important. Almost 45% of the world’s knowledge is written or spoken in English, while the remaining
55% is written or spoken in Russian, French, German, Arabic, Farsi and Urdu. Urdu and English are
very different languages. Urdu is written from left to right whereas English is written opposite to Urdu,
from right to left. When writing or speaking a sentence, the subject is written first in grammatical order,
followed by the verb and object, whereas in Urdu, the subject is written in grammatical order, then the
object, and then the verb. Urdu is a resource-poor and morphologically rich language whereas English
is a resource-rich and morphologically poor language.

2 Literature Review

Machine translation has been extensively studied by computational linguistics, natural language
programmers, social scientists, and many other scholars of various bilingual and multilingual language
pairs. Various machine translation models, methods, theories, and tools have been developed based
on the language under consideration. Most machine models are translations of generative languages.
Such a model requires a lot of language skills. Nagao [1] proposed a machine translation model that
can efficiently translate samples fed into the system. The model is fed a bilingual corpus of source and
target languages. DeNeefe et al. [2] DrivTool is recommended for translation. DrivTool is an interactive
translation visualization tool that provides users with rich options to select or examine the decoding
process in grammar-based translations. Koehn [3] proposed a statistical machine translation toolkit.
The toolkit is open source and performs statistical translation. Rule-based translation is performed
when the toolkit comes with obfuscation and factor decoding. Kumhar et al. In 2021 [4], they proposed
a word generation model for embedding words in Urdu using a vector representation they called
word2vec. However, the model distributes the words directly as vectors, without translation.

Mathur et al. [5] proposed the matching ontology evaluation tool used by Joshi et al. [6]
proposed a machine translation engine. Tahir et al. [7] proposed a knowledge base machine translation
model. The model performs data mining and text mining techniques to translate English to Urdu.
Ata et al. [8] proposed a rule-based translation model. The translation model translates English to
Urdu. The proposed translation model is suitable for a transfer method that handles phrasal and verb
postpositions through Panama grammatical concepts. Perform rule-based machine translation for the
best results with optimization complexity. Gupta et al. [9] proposed a rule-based translation model
in 2016. The model worked with Stemmer to develop Stemmer rules for Urdu. In addition, Stemmer
is used to rate English-Urdu translations. See King et al. [10] extended the stemmer for derivation
rules to an influential stemmer. Gupta et al. [11] proposed a scoring-based machine translation model
from English to Urdu. The research model focuses on the consistency of Urdu machine translation
as interpreted by various technologies such as Ijunoon, Babylon, and Google. Machine translation
scoring is done through both human scoring and automatic scoring. Kumhar et al. [12] collected
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corpora of multilingual Roman Urdu and English texts in 2021 using various Python corpus collection
techniques. However, the model did not translate English to Urdu.

Dubey et al. [13] proposed direct machine translation from Hindi to Dori through word-to-
word machine translation in 2017. To enable translation, a dictionary model is employed. Irvine [14]
proposed a statistical translation model for bilingual small datasets with few resources other than
parallel data. Shahnawaz et al. [15] proposed a neural machine translation model from English to
Urdu. The proposed model is based on case-based reasoning (CBR). CBR is used to select Urdu as a
training method for introductory English sentences. Sharma et al. [16] proposed a statistical machine
translation model based on a Hindi-English bilingual corpus, which uses multiple algorithms such as
independent location rate, translation error rate, word error rate, and n-gram to achieve translation
from English to Hindi translate. Jawaid et al. [17] proposed a language-based statistical translation
model from English to Urdu. Experiments were conducted on two Indo-European languages using
Moses’ statistical machine translation model. They also propose a new paradigm for reorganizing
phrases in the syntactic tree of English sentences. The method shows significant improvement on
the bilingual evaluation understudy (BLEU) metrics and human judgment. They further propose a
baseline for hierarchical and phrase-based machine translation models and report results on three
official datasets. In the reported study, the hierarchical output performed better than other models.
Ali et al. [18] proposed Moses decoder-based statistical machine translation and supporting tools
for English to Urdu translation. Singh [19] proposed a statistical translation model in 2013. The
proposed model performs part-of-speech (POS) tagging for Marathi to learn the model, followed by
Singh et al. [20] added supervised learning to the same POS tagger.

Khan et al. [21] proposed a hierarchical translation of morphologically rich Urdu records.
Experiment using K-fold cross-validation method by selecting prepare, tune, and test from parallel
corpora. Narayan et al. [22] proposed a neural translation model from Hindi to English. Neural
pattern recognition has been used to recognize and learn patterns in corpora. The model uses Sanskrit
Hindi and English word and sentence pairs to learn and recognize patterns in the corpus. Chand
[23] conducted a comparative study of different tools and techniques that have been developed for
machine translation. In the proposed model, the tested tools include rule-based Angla-Bharat and
Anubaad, IM-based Babylon, and statistics-based Bing and Google and so on. Alabau [24] proposed a
translation model for Graphical User Interface (GUI). The model’s GUI functionality automates MT
server and CAT server translation. Kumhar et al. [25] proposed a Urdu sentiment analysis technique
using word2vec and Long Short-Term Memory (LSTM) techniques in 2020. However, the model does
not inform translations of texts collected from social media platforms.

Salunkhe et al. [26] proposed a hybrid translation model for translating English websites into
Marathi. Websites translated by Hybrid Translation include agricultural websites, medical reporting
websites, and tourism-related information websites. A hybrid model is a combination of statistical and
rule-based translation models. In this proposed model, rule-based translation is implemented using
a mapper algorithm. Additionally, Salunkhe et al. [27] proposed another hybrid translation model.
In the proposed model, statistical translation methods work together with rule-based methods for
better results. Marathi WordNet is used in the model to extend the dictionary for better translations.
Ayesha et al. [28] proposed a model to compare the performance of online translation models such
as Google Translation, Being, and Babylon. The input is the Urdu to be modeled and the output
is the Arabic translation. Check and compare Arabic sentences in the proposed model. The results
of the comparative study show that Google Translate outperforms the other two translation methods.
Zafar et al. [29] proposed a rule-based translation model. The proposed model gives users the flexibility
to customize the user’s perception of translation. The machine translation model supports features
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such as idioms and homographs on bilingual corpora. The model shows remarkable performance in
machine translation.

Dubey et al. [30] proposed a Dogri-to-Hindi machine translation model. Godase et al. [31] studied
different translation models suitable for Indian language translation in detail. Among them, Language
has a detailed examination of Urdu-English and English-Urdu. Kumhar et al. [32] studied word
embedding generation methods and tools in detail, but the model did not translate social media
texts. Sinha et al. [33] proposed a pseudo-Interlingua machine translation model. The model uses
AnglaBharti modules and abstract examples. The model achieved 90% accuracy. 5. Goya et al. [34]
proposed a statistical translation model from English to Hindi, which they called a statistical engine.
In the model, a preprocessing step re-syntaxes the source language to remove long-range motion and
morphologically to process the corpus. The model achieves efficiency by effectively separating word
order and suffixes. Choudhury et al. [35] proposed a neural machine translation model from English
to Tamil. The model uses techniques such as word embeddings and byte-pair encoding to remove
obstacles to smooth translation, such as lack of vocabulary. 5. Goya et al. [36] proposed a hybrid
translation model from Hindi to Punjabi. The model uses a morphology analyzer developed by IIIT-
Hyderabad combined with a hybrid translational model. The model achieved an accuracy of 87.60%.
Kaur et al. [37] proposed a hybrid English-to-Punjabi translation model.

In the proposed model, a rule-based translation method is used to analyze the source text to
generate intermittent representations. Khan et al. [38] proposed a scalable bivariate feature extraction
and extended the Harris method image hashing method research to identify malware attacks for
obfuscation. However, the proposed model exclusively uses bivariate feature extraction and Haris algo-
rithm for malware detection and image-optimized hashing. Binti et al. [39] proposed cluster-purpose-
based access control in big data environments to achieve long-term data protection. However, this
approach fails to account for different types of privacy rules in shared environments. Gumaei et al. [40]
proposed an edge computing model by creating deep learning-based human activity recognition (DL-
HAR) framework. However, the framework cannot detect actions based on time-series data from
online linked sensors. Al-Wesabi [41] proposed a Zero Watermark and Natural Language Processing
(CAZWNLP) technique to ease the recognition of English text shared on the Internet. However, the
model does not account for all attack types and increases in attack rates.

3 Research Methodology

English to Urdu machine translation is still in its infancy and lacks basic translation methods to
provide motivating and acceptable English to Urdu translation. For translating English snippets into
Urdu script, it is agreed to use character-level machine translation as suggested by Lee et al. suggest
[42] because it outperforms the statistical machine translation model proposed by S.K. Mahata. In
the research, a Long Short Term Memory Encoder decoder for a recurrent neural network model for
English to Urdu translation is proposed. Advantages of using an encoder-decoder model according
to Chung et al. [43], is the ability to handle morphological changes, resolve out-of-lexical issues,
and translate without segmentation. The various steps required to perform translation tasks include
preprocessing, tokenization, grammar and sentence structure analysis, word embeddings, training data
preparation, encoder-decoder models, and output text generation. The workflow of the translation
process is shown in Fig. 1.
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Figure 1: Flow of process in the machine translation from english to Urdu language

3.1 Preprocessing

The English corpus was preprocessed and cleaned by removing hashtags and retweets, extra spaces
before and after lines of text and numbers, and replacing multiple spaces with a single space. Noise is
additional information about texts collected from social media sites and the internet. We use Python
API web scraping techniques and Selenium for web scraping. Information in text form contains noise,
and while maintaining the quality of the English corpus, unnecessary and illegal text data such as
cluttered code, hypertext markup language tags, redirects, web format information, etc. are removed
from the data. Additionally, we removed the repeated dates and diacritics, as they are optional and
only contain the altered pronunciation. In the next step of preprocessing and cleaning, the original
text is tokenized, segmented, and POS-tagged.

3.2 Tokenization

Tokenization is a vital and essential process in machine translation. Tokenization is used to break
sentences down into parts of speech called words. These smaller units are also fragments or fragments.
Python programming is used to tokenize English and Urdu languages.

3.3 Grammar and Sentence Structure Analysis

The grammar and sentence structure analysis process assigns the correct grammatical graphemes
and correct structures to the word segments. In grammar and sentence structure analysis, the above
segment obtained by word segmentation is marked as the correct grapheme, such as B. Word noun
word plus N, adjective plus ADJ, etc.
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3.4 Embedding Generation

Word embeddings aim to represent words in the form of vectors. Word embeddings represent
words in the vector space that have similar meanings on one side and less similar meanings on the
other. There are various word embedding techniques for word vector representation, including Bert,
fastText, Word2Vec, and Glove. In the study, Word2Vec’s word distribution representation was used.

The word embedding method shown in Fig. 2 focuses on maximizing the probability of surround-
ing words on a given center word, which is given by,

p(wi−c, wi−c+1, . . . , wi−1, wi+1, . . . , wi+c−1, wi+c|wi) (1)

Figure 2: Word embedding by skip gram model

The optimization mechanism process for the Skip-Gram model is similar to the Continuous Bag
of Words (CBOW) model with reverse context words. The softmax function that generates the vector
word distribution can be written as,

p (wc|wi) = exp
(
vT

mcvwi

)
∑|w|

w=1 exp
(
vT

wvwi

) (2)

This function is not efficient because it needs to sum all W words for normalization. Global co-
occurrence statistics improve the performance of the function.

3.5 Word2Vec Method

The Word2Vec method is a flat two-layer neural network that reconstructs the linguistic context of
words. The Word2vec method represents each individual word as a real number stored in a vector. This
method takes a large amount of input text and creates a vector space with hundreds of dimensions.
Each individual word is assigned a corresponding vector in the dimension space. The vectors used to
store words are chosen such that more meaningful numbers represent the semantic similarity between
the words represented. The above vectors are also known as word embedding generation.

Word2Vec methods can use CBOW or Skip-Gram architectures to generate word vectors for
distribution in vector space. In a nonstop bag of words architecture, the next word is forecasted from
the context of nearby surrounding words, and the order of words does not affect the prediction of
new vector words. The Skip-Gram model uses the current word to predict the context of nearby
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surrounding words. In Skip-Gram, neighboring words influence the prediction of the next neighboring
word. Compared with the Skip-Gram architecture, the CBOW architecture is the most efficient.

3.6 Encoder

Encoder is an LSTM cell with memory. It accepts an input as an element in sequence at a single
time stamp processes the input element for collection of information and propagates it forward. The
LSTM encoder process a single word at single time stamp. Therefore, if a sentence has n words or
padding of sentence is of length L so it will require n number of time stamps to process it. Encoder
generates the thought vector (Context vector) to represent the meaning of distributed words of source
language. Some of the notation that are used with encoder are: xt which is the input to the encoder at
time stamp t; ht and ct are the internal states of LSTM at time stamp t which are initially set to zero;
yt is the output produced from encoder at time stamp t.

Let us take an example of a sentence: “what is your name?” The sequence of input sentence will
be taken as five stamp words as x1 = what, x2 = is, x3 = your, x4 = name and x5 = ?. The encoder will
the above sequence in five (5) time stamp steps as shown in Fig. 3.

Figure 3: Time stamp taken for reading a sentence by encoder

At time stamp t1, the LSTM cell remembers that the content “what” has been read, at time stamp
t2, the LSTM recalls that it had read “what is” and similarly at time stamp t5, the LSTM cell recalls
that it has read all the sentence.

The initial states h0 and c0 are set to zero vectors. The LSTM encoder takes a set of sequence of
words xs = x1

s + x2
s + . . . + xn

s and calculates the thought vector v = [hc, vc] where as the hc represents
the final hidden state of LSTM cell. The hc is obtained after processing cell vc. Which is represented
mathematically a vc = Cl and vh = hl.

3.7 Decoder

Decoders are also an important part of neural machine translation. The decoder translates the
intermediate context vector information into the desired language. The decoder is also an LSTM
neural network. The encoder and decoder both have the same weights. However, in the research work,
two different networks are used to encode and decode textual information. This combination of using
both encoder and decoder LSTMs yields a more efficient translation mechanism. The decoder LSTM
architecture is shown in Fig. 4. The decoder takes as input a one-hot vector (context vector) and
generates an output sequence based on the information encoded by the encoder. The states in LSTM
cells of Decoder are initialized with one hot vector v = {vh, vc} as h0 = vh and c0 = vh. Where h0 and
c0 are the internal states of LSTM which are initially set to zero. Since the only the link from end-end
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is on hot vector which is the only available information to the decoder about the source text. The mth

predication is calculated by the decoder as follows,

Cm, hm = Decoder(yTm−1|v, y1
T , y2

T . . . .., ym−1
T ) (3)

where as ym
T is SoftMax function which is calculated as

ym
T = softmax

(
wsoftmax ∗ hm + bsoftmax

)
(4)

Figure 4: Time stamp taken for reading a sentence by encoder

The research work model includes two parts: encoder and decoder. The input is an English
sequence, and the corresponding result in our case is also an Urdu sequence. The research model
consists of LSTM cells and is resistant to vanishing gradients. These LSTM units show better results
on longer sequences, the internal state is retained on the model’s encoder, and the output is discarded.
The main motivation for preserving internal states at coding sites and discarding them at output is
to keep the cell’s internal contextual knowledge intact. These states are transmitted to the decoder as
initial states in the encoder-decoder transition process. The initial states are used with the LSTM cells
as secret states from the encoder to build the decoder, and they are programmed to return sequences
and states. Fig. 5 shows the encoder-decoder translation from English to Urdu.

The compact form of equation of LSTM with forged gated having forward pass are given as
follows,

ft = σg(Wixt + Uf ht−1 + bf (5)

it = σg (Wixt + Uiht−1 + bi) (6)

Ot = σg (W0xt + U0ht−1 + b0) (7)

c̃t = σh (Wcxt + Ucht−1 + bc) (8)

ct = ft ◦ ct−1 + it ◦ c̃t (9)

ht = Ot ◦ σh (ct) (10)
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where c0 = 0 and h0 = 0 are the initial values and ◦ is Hadamard Product (element-wise product). The
subscript t indicates time steps. We need to mention that xt ε Rd is input vector to LSTM, ft ε Rh is
activation vector to forged gate, it ε Rh is input/update gate to activation vector, Ot ε Rh is output gat’s
activation vector, ht ε Rh is the output state or hidden state of LSTM, c̃t ε Rh is cell input activation
vector, and ct ε Rh is cell state vector. W ε Rh X d, U ε Rh X h and b ε Rh. The weight matrices and bias
vector parameters which need to be learned during training. The activation functions that have been
used are σg which is known as sigmoid function, σc a hyperbolic tangent function and σh is the prehole
function or hyperbolic tangent function.

Figure 5: Translation using encoder-decoder method of translation

4 Results and Discussion

The results show that the model used in the research work shows better performance in terms of
transliteration and translation. To improve the results using a sequence-to-sequence model, a three
(3) layer LSTM architecture was implemented to fix the total sequence length to fifteen (15). To learn
the most important parameters in training and testing, SoftMax loss function and Adam optimizer
are combined with adaptive learning rate. Analyzing the results using the BLEU metric, the sequences
that yield the highest scores for both test and training data have an effective length of ten (10). The
validation step was performed on the model chosen in the research work, and the numerical estimates
obtained using the BLEU metric were 50.86 and 47.06 for both training and test data. The small
differences in BLEU metric values compared to other models used in the study demonstrate the
effective performance of the model chosen in the study. Fig. 6 shows BLEU metric scores along with
sequence length.

It can be observed that as the sequence length increases, the BLEU score also increases, but until
the sequence length is 10 and from that point on the sequence length, the BLEU score drops abruptly.
This clearly shows that the model is working well. However, as can be seen from Fig. 6, the BLEU
score drops abruptly after burst lengths over 10, which clearly shows that the encoder-decoder model
is estimating reasonable burst lengths. It is important to note that the system did not generate any new
vocabulary; all words were drawn from the corpus already found in the encoder-decoder model.
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Figure 6: BLEU score for varying input sequence

There are no unreasonable words for this quality assurance of our models. Despite the low
BLEU score, our system performs translation and transliteration based on quantitative analysis,
which inspires interesting patterns. Tab. 1 shows the three correct and three incorrect datasets from
the training and testing datasets.

Table 1: Sentences with correct results and inaccurate results from our dataset

Fig. 7 shows the percentage of responses received from English and Urdu experts regarding
verification of translations from English to Urdu, with 53% rated as excellent, 38% good, 8% average,
1% Bad and 0% are very bad.

Figure 7: Performance of translation English into Urdu
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The general opinion of experts indicates that English to Urdu language translation is a reliable
and feasible model for performing the desired language translation. After analyzing all the reviews
from different experts, it was concluded that most experts generally agree that the proposed method
should be used effectively to translate English datasets into Urdu monolingual texts. Last but not least,
evaluations by various experts help to validate the proposed methods and tools through experimental
validation on real projects.

5 Conclusions

In this work, an encoder-decoder model is used to translate the English text into plain Urdu. This
process is implemented by an encoder-decoder using a sequence-2-sequence model, which receives
a sequence of English sentences as input and produces a sequence of Urdu sentences as output. We
evaluate the results using the BLEU metric, which shows that the sequences that yield the highest scores
for both test and training data have an effective length of 10. The validation step was performed on the
model chosen in the research work, and the numerical estimates obtained using the BLEU metric were
50.86 and 47.06 for both training and test data. The small differences in BLEU metric values compared
to other models used in the study demonstrate the effective performance of the model selected in the
study. Unlike Python text, social media text has been used to analyze items such as political beliefs,
products and services. The model proposed in the research paper can be applied to other Romance
languages, as well as to different types of linguistic texts to translate languages contained in sentences.
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