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Abstract: The rapid growth in data generation and increased use of computer
network devices has amplified the infrastructures of internet. The interconnec-
tivity of networks has brought various complexities in maintaining network
availability, consistency, and discretion. Machine learning based intrusion
detection systems have become essential to monitor network traffic for mali-
cious and illicit activities. An intrusion detection system controls the flow
of network traffic with the help of computer systems. Various deep learning
algorithms in intrusion detection systems have played a prominent role in
identifying and analyzing intrusions in network traffic. For this purpose,
when the network traffic encounters known or unknown intrusions in the
network, a machine-learning framework is needed to identify and/or verify
network intrusion. The Intrusion detection scheme empowered with a fused
machine learning technique (IDS-FMLT) is proposed to detect intrusion in
a heterogeneous network that consists of different source networks and to
protect the network from malicious attacks. The proposed IDS-FMLT system
model obtained 95.18% validation accuracy and a 4.82% miss rate in intrusion
detection.

Keywords: Fused machine learning; heterogeneous network; intrusion
detection

1 Introduction

During the last few years, rapidly increasing network data transfer has created significant
complications in network data management, which may lead to network intrusion in the future [1].
Anti-virus software, Intrusion detection methods and firewalls are main cyber security techniques
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and such techniques are responsible to protect the net-work from external and internal attacks [2].
Various intrusion detection techniques are being used, but these methods face problems due to
the high-speed of the networks and unidentified attacks. As a result, an effective network attack
detection mechanism is required. Different intrusion detection systems based on machine learning
methodologies have recently become popular [3]. Machine learning has an advanced branch called
deep learning that consisted of multiple layers that indicate the learning process [4]. On the other hand
deep learning techniques have been considered by some researchers as a way to develop more effective
and efficient intrusion detection systems than the present machine learning methodologies [5]. The
authors of [6] developed a deep learning-based solution for detecting network attacks and monitoring
flow computations. A real-time detection method based on traffic calculations and common patterns,
as well as a classification method based on Deep belief networks and support vector machines
(DBN-SVM). The DBN-SVM approach was applied to improve classification accuracy, and real-time
detection was achieved via Sliding window (SW) stream data processing.

A system is based on the CICDS2017 open-source dataset was used to verify the suggested method
by implementing a series of experiments. The proficiency and real-time competency of the proposed
method were greater than those of other typical machine learning algorithms.

In [7], the authors introduced an intrusion detection scheme that consists of Apache Spark to
detect malicious traffic. A stack auto encoder network was applied to extract features, and a support
vector machine was used as a classifier. Huang et al. [8] addressed intrusion detection system problems
by proposing a novel model based on an extreme learning machine. The extreme learning machine
consisted of a single hidden layer based on a feed forward neural network that used random input
weights, a bias for the hidden layer and output weights. Another study [9] was based on a fast learning
network that consisted of a single-layer feed-forward neural network and a multilayer feed-forward
neural network.

Ali et al. [10] presented an anomaly detection system that combined a quick learning network
with particle swarm optimization. The findings revealed that the proposed mod-el outperformed other
algorithms in terms of accuracy.

The content of this article is organized in the following manner. The second section provides a
quick overview of the relevant studies. The suggested detection framework is detailed in Section 3. The
experimental data and analysis are presented in Section 4 and summarize the study with limitations
and future work.

2 Related Work

The excessive use of the internet and other communication technologies has become a great
challenge for the network and it creates the need to secure from malicious traffic [11]. Various
intrusion detection systems have been offered to enhance malicious traffic detection in heterogeneous
networks. An efficient technique is presented in [12] based on a hybrid network, namely, RULA-
intrusion detection system (RULA-IDS), for intrusion detection. RULA-IDS performed intrusion
detection at a large scale of statistical data in the network traffic. The global attention mechanism layer,
completely linked layer, feature extraction layer, and Support vector machine (SVM) classification
layer are normally four layers. The temporal and spatial characteristics in network traffic attributes
were extracted using the feature extraction layer, so the global attention layer was used to preserve
essential information from the components. Finally, an SVM classifier was applied for output for the
RULA-IDS system.
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Similarly, another study [13] presented a novel system for intrusion detection based on weighted
class classification. The intrusion detection scheme consisted of two parts. In the first part, the
supervised Machine learning (ML) algorithm worked on the past information in the network. The ML
algorithm created a classifier that segregated the investigated attacks, and these decisions were stored
in a database. Second, a specifically designed iterative algorithm was used to increase the accuracy of
detectable attacks and enhance class’ weights. This system improved the performance and maximized
the number of correctly discernible types. The University of new south wales network (UNSW) dataset
was utilized to analyse the system’s performance.

In [14], the researchers presented a model based on the Stacked contracted auto encoder (SCAE)
approach and SVM classification algorithm. The deep learning approach was applied to extract
features automatically and evaluate the performance. The SCAE method was used for both low-
dimensional features and high-dimensional features of the network traffic. The SVM and SCAE
techniques combined shallow and deep learning approaches and helped decrease the systematic
overhead significantly. The proposed model used the NSL-KDD and KDD Cup 99 datasets, and
the analysis of the experiments demonstrated that the proposed model obtained 95% accuracy. The
authors [15] explored data set characteristics and evaluated cyber security data set characteristics for
the detection of anomalies in the network.

The detailed analysis of numerous detection techniques based on machine learning technologies
was conducted to examine or defend network traffic from malicious assaults [16]. In order to reduce
computational complexity during detection performance, a novel multistage optimized machine
learning-based network intrusion detection system was introduced. The effect of the oversampling
strategy on the training sample size of the proposed model was investigated in order to find the
minimum suitable training sample size. Moreover, the temporal complexity and detection effectiveness
of two feature selection algorithms based on information gain and correlation were examined.
Moreover, various machine learning hyper parameter optimization methods were examined to increase
the performance of the proposed system.

Deep and shallow learning strategies were both used in the particular learning approach for
intrusion detection systems [17]. However, these approaches encountered various problems in rec-
ognizing complicated intrusion patterns. In a lack no of samples, the single deep learning model
was not useful for detecting intrusion attacks. In order to enhance the act of a machine learning-
based intrusion detection system, the researchers proposed a Big data-based hierarchical deep learning
system (BDHDLS). The suggested model used content and behaviour based features to recognize
information in the payload and network traffic characteristics. Each model in the BDHDLS focused
on learning a characteristic data circulation in one cluster. This approach improved the detection ratio
of intrusion attacks in the network. In another study [18] introduced two stages hierarchical hybrid
approach for intrusion detection in IoT scenarios. In the first stage, a multimodal deep auto encoder
is applied for the anomaly detection, and in the second stage soft-output classifiers are used for attack
classification.

With extensive efforts to enhance the accuracy of an intrusion detection system, the authors in [19]
described that the rapid increase in data and excess usage of the internet created a need to segregate
network traffic in the form of routine flow and anomalies. Therefore, intrusion detection systems
with a machine learning approach could play a dynamic role in protecting national security and
the economy. Moreover, the authors presented a Convolutional neural network and long short-term
memory network (CNN-LSTM) model for intrusion detection. The study normalized spatial feature
learning through UTF-8 character encoding and extracted the features from real-time Hypertext
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transfer protocol (HTTP) traffic without compression, encryption, and entropy calculations. Fixed
real-time data and two CSIC-2010 and CICIDS2017 public datasets were used to train and validate
the model. During the training phase, the network traffic was analyzed and labelled as true or false. As
a result, artificially intelligent intrusion detection systems separated unknown patterns and obfuscated
attacks from network traffic.

The system is calculated the intrusion probability through continuous training that lead to
accurate analysis of malicious traffic. Since thresh holding and deviation play an essential role
in intrusion detection, the authors in [20] introduced a novel distance function that could detect
similarity in two patterns. The dimension of features is a significant issue in machine learning. A
feature transformation technique was used to reduce the number of features through the Gaussian
distance function in the proposed model. The new computation expression was applied to determine
the threshold and deviation in Gaussian space. The NSL-KDD and KDD datasets were used for
training and validation purposes. Since K-fold cross-validation is used in machine learning models
to collect attractive performance parameters such as accuracy, recall, and precision, the performance
evaluation was based on these metrics in the aforementioned research; which demonstrated that the
feature transformation technique was better. Feature engineering hitches and low accuracy in intrusion
detection systems are the leading causes of obtaining the unwanted results. To solve these issues, the
study in [21], the authors proposed a model to detect network traffic anomalies and to discover and
fix the issues with feature engineering and low intrusion detection accuracy. Bidirectional long short-
term memory (BLSTM) and an attention mechanism were combined in the suggested framework. The
major goal of the attention method was to manage packet vector network flow. In order to capture
the characteristics of network traffic data, many convolutional layers were employed, and Softmax
was used for network traffic categorization. The proposed method did not use any feature skills or
important features to train automatically. By defining network traffic behaviour the abovementioned
system efficiently increased the performance of intrusion detection.

In another study [22], the researchers suggested a novel model based on a Whale optimization
algorithm (WOA) and generic variables for a wireless network’s intrusion detection system. To avoid
being caught in the local optimum, the mutation operator was utilized, and the crossover operator
was used to assist whales increase their search space. First, the model chose the beneficial features
that aided in the detection of invasions. Then, to recognize distinct forms of invasions, a support
vector machine was deployed. The datasets from Linux and the Canadian Institute of Cyber Security
were used to measure the model’s performance. When compared to the traditional whale optimization
technique and the current evolutionary algorithm, the experimental findings demonstrated that the
system had a higher attack detection rate. In [23], researchers concentrated on intrusion detection in
network traffic with flow-based data by using two different deep learning techniques, unsupervised
deep learning and semi-supervised learning. Variation auto encoder and auto encoder approaches
were applied to classify unidentified network traffic attacks using flow features. The model was tested
on standard traffic and anomaly data, and the variation auto encoder performance was found to be
better than the auto encoder. The literature review found that intrusion detection methods based on
artificial intelligence approaches have attracted the attention of researchers. Nevertheless, all existing
models need standard/normal traffic patterns to compare with anomalies to detect anomalous traffic.
In [24], a Deep extreme learning machine (DELM), neural network, decision tree, and support vector
machine were applied to detect malicious traffic in an intelligent home network. The DELM model
achieved 93.91% accuracy for the NSL-KDD dataset and 94.6% accuracy for the CUP-99 dataset.
For intrusion detection in the networks, the proposed IDS-FMLT in our study focuses on an intrusion
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finding structure in a diverse network enabled with a joined machine learning system model. The IDS-
FMLT model uses fused machine learning approaches to protect the networks from malicious attacks.
Various dataset such as KDD dataset [25], CUP-99 dataset [26], and NetML-2020 dataset [27] and
NSL-KDD dataset [28] were used in RNN [29], adaptive voting algorithm [30], ANN [31], DELM
[32], SVM [33], SOMNN [34], ANN [35], NAÏVE BAYES + RP [36] and GANS [37].

Tab. 1 shows that most of the researchers used the different state-of-the-art approaches like RNN,
adaptive voting algorithm, ANN, DELM, SVM, SOMNN and GANs for the detection of intrusion
in networks. It observe that the mostly researchers used single machine learning technique without
pre-processing in their proposed intrusion detection models.

Table 1: Summary of state-of-the-art literature survey

Authors Approaches Data splitting during
training and validation

Accuracy (%) Limitations

Farhan [29] RNN Training (60%) 93.8 No pre-processing
Validation (40%)

Chen
et al. [30]

Adaptive voting
algorithm

Training (85%) 84.5 No pre-processing
and low accuracy

Validation (15%)
Khan
et al. [31]

ANN Training (85%) 79.9 No pre-processing
and low accuracy

Validation (15%)
Avallaee
et al. [32]

DELM Training (70%) 91.3 Less number of
samples are used
during training

Validation (30%)
Ibrahim
et al. [33]

SVM Training (85%) 92.1 No pre-processing

Validation (15%)
Panda
et al. [34]

SOMNN Training (65%) 73.1 No pre-processing,
less number of
samples are used
during training and
low accuracy

Validation (35%)
Alshinina
et al. [35]

ANN Training (45%) 79.9 No pre-processing,
less number of
samples are used
during training and
low accuracy

Validation (55%)

(Continued)
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Table 1: Continued
Authors Approaches Data splitting during

training and validation
Accuracy (%) Limitations

Rahman
et al. [36]

Discriminative
Multinomial Naïve
Bayes + RP

Training (93%) 80.6 Less samples are
used in validation
and low accuracy

Validation (7%)
Saleem
et al. [37]

GANs Training (85%) 81.1 No pre-processing
and low accuracy

Validation (15%)

The following are the proposed study key contributions:

a. The main goals are increase intrusion detection accuracy in heterogeneous networks and reduce
the miss rate as well.

b. A novel approach Fused machine learning is presented for a better approximation of intrusion
traffic in heterogeneous networks.

c. The suggested model also makes it possible to assess network performance in order to increase
the accuracy of the existing model.

d. Finally, the proposed fused machine learning algorithm is assessed on three well-known
datasets, KDD, CUP-99, and NetML-2020, which include two classes. Simulation outcomes
have revealed that the proposed fused ML method reports better results than other existing
techniques, such as Artificial Neural Networks [24], Support Vector Machines [24], Decision
Trees [24], and DELM [24].

3 Proposed IDS-FMLT Model

The automated detection process is an essential part of any intrusion detection system in a
network. However, it is difficult to determine whether the network traffic is anomalous or legitimate.
Therefore, automated detection systems that detect malicious network traffic are primarily based
on machine learning methods [16]. The suggested model empowered with fused machine learning
methods for intrusion detection in a heterogeneous network is shown in Fig. 1.

The training and validation phases of the proposed model are divided into two parts. First, the
data repository layer has been used to gather data from various datasets, such as KDD [25], CUP-
99 [26], and NetML-2020 [27]. After storing the data, the pre-processing layer activates and handles
repeated and missing values using different techniques, such as the mean, mode, and moving average.
All three datasets are used at the application layer to train the model using a real-time sequential
deep extreme learning machine approach. A mathematical model of Real-time sequential deep extreme
learning machine (RTS-DELM) [``````````] model is given below. A DELM is applied to train a feed-
forward neural network with hidden layers. Initially, the DELM consists of back-propagation input
burdens that are updated casually. The RTS-DELM method involves multiple feed forward hidden
layers which contains k hidden nodes neurons as well as a training dataset of K records (�a, Wa),
where �a represent the input features and Wa represents the output features.
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Figure 1: The proposed IDS-FMLT system model

The RTS-DELM operates as follows: �a ∈ Nm and Wa ∈ Nl. The results of multiple hidden
layers are represent in Eq. (1) [24]:

Wa =
∑k

z=1
βzδ (Qzμa + vz) , a ∈ [1, K] (1)

The learning variables are μa and xz, the output is βz at weight z, and δ:N → N represents the
activation function (AF).

An ideal reconciliation of feed-forward neural network based on the multiple hidden layers with
zero error simplifies that distinct intervals Qz and vz, βz occur [24] such that:
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Eq. (2) [28] shown as:

Rβ = Y (2)

where

R =

⎡
⎢⎢⎢⎣

δ (Q1μ1 + v1)
...
...
δ (Q1μk + v1)

. . .

δ (Qkμ1 + vk)
...
...
δ (Qkμk + vk)

⎤
⎥⎥⎥⎦ (3)

And the output function is representing in Eq. (4) [28]

β = (
βT

1 . . . βT
k

)T
, Y = (

wT
1 . . . wT

k

)T
(4)

The outcome weights are solved by hidden layer neurons with the following relationship [32]
Eq. (5):

β = R−1Y (5)

R−1 Represents the inverse matrix of R. The RTS-DELM [24] shows the computational model
applicable for this study.

The deep extreme learning machine model depends on batch learning. An IDS-RTS-DELM is
provided a method for dealing with information that arrives in a logical order. When additional
information becomes available, the IDS-RTS-DELM model upgrades the batch learning and operates
on it.

Let {μa, wa)}k0
a=1 represent the training dataset. R0 and β0 show the performance matrix of the

hidden layer [28]. The output layer weights are as shown in Eq. (6):

R0 =

⎡
⎢⎢⎢⎣

δ (Q1μ1 + v1)
...
...
δ
(
Q1μK0

+ v1

)
. . .

δ (Qkμ1 + vk)
...
...
δ
(
QkμK0

+ vk

)

⎤
⎥⎥⎥⎦ (6)

β0 = T0RT
0 Y0 (7)

where

T0 = (
wT

1 R0

)−1
And Y0 =

(
wT

1 . . . wT
K0

)T

(7a)
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The creation of the (j + 1)
th record with Kj + 1 records and the performance of the partially hidden

layer are as follows Eq. (8) [28]:

Rj+1 =

⎡
⎢⎢⎢⎢⎢⎣

δ
(

Q1μ
(∑j

z=0Kz
)
+1 + v1

)

...

...

δ
(

Q1μ
(∑j

z=0Kz
)
+1 + v1

)
. . .

δ
(

Qkμ
(∑j

z=0Kz
)
+1 + vk

)

...

...

δ
(

Qkμ
(∑j

z=0Kz
)
+1 + vk

)

⎤
⎥⎥⎥⎥⎥⎦

(8)

The performance weights can be adjusted by using the following Eq. (9):

βj+1 = βj + Tj+1RT
j+1

(
Yj+1 − Rj+1βj

)
(9)

Tj+1 = Tj + TjRT
j+1

(
BG + Rj+1TjRT

j+1

)−1
Rj+1Tj (10)

cxz = g
(
Tj+1

)

where g
(
Tj + 1

)
represents the sigmoid activation function in the hidden layer [32].

Error = 1
2

∑
k

( mz − cxz)
2 (11)

where

mz = desired outcome

cxz = calculated outcome

Eq. (11) represents a back propagation error. The weights can be updated to minimize this error
[28]. The change in weight is shown in Eq. (12) as follows:

�Fr=n
a,z ∝ − ∂T

∂Fr=n
(12)

r = 1, 2, 3 . . . n (no.of neurons)

And z = Layer of Output Value

Eq. (13) demonstrates the weight update and biases, where σ represents the learning rate [24–28].

Fr
a,k (h + 1) = Fr

a,k (h) + σ�Fr
a,z (13)

Eq. (13) shows the updated weights of the RTS-DELM with ith weight. The standard evaluation
layer is again activated and assesses the performance of the recommended system model. If the learning
standards do not satisfy the proposed model’s requirements, the model must be retrained; otherwise,
the decision level fusion layer is activated and the trained model is kept in a cloud database. In
the fusion layer, decision-level fusion empowered with fuzzy logic is applied to train the model. In
this article we used mamdani fuzzy inference system for decision level fusion. As we know that the
performance of any decision based system is rely on knowledgebase. The proposed decision level fusion
is shown below: IF (KDD-RTS-DELM is no and CUP-99-RTS-DELM is no and NetML-2020 is no)
THEN (Intrusion Detection is no)
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IF (KDD-RTS-DELM is no and CUP-99-RTS-DELM is no and NetML-2020 is yes) THEN
(Intrusion Detection is yes)

IF (KDD-RTS-DELM is no and CUP-99-RTS-DELM is yes and NetML-2020 is no) THEN
(Intrusion Detection is yes)

IF (KDD-RTS-DELM is no and CUP-99-RTS-DELM is yes and NetML-2020 is yes) THEN
(Intrusion Detection is yes)

IF (KDD-RTS-DELM is yes and CUP-99-RTS-DELM is no and NetML-2020 is no) THEN
(Intrusion Detection is yes)

IF (KDD-RTS-DELM is yes and CUP-99-RTS-DELM is no and NetML-2020 is yes) THEN
(Intrusion Detection is yes)

IF (KDD-RTS-DELM is yes and CUP-99-RTS-DELM is yes and NetML-2020 is no) THEN
(Intrusion Detection is yes)

IF (KDD-RTS-DELM is yes and CUP-99-RTS-DELM is yes and NetML-2020 is yes) THEN
(Intrusion Detection is yes)

The performance evaluation of the fusion layer is activated to evaluate the fused machine learning
approaches. If the learning criteria do not meet the requirements, then retune the fusion layer
parameters, otherwise, the fused trained model are stored in the fused database in the cloud for
future use.

In the validation phase, the KDD, CUP-99 and NetML-2020 datasets are used to evaluate the
proposed IDS-FMLT model. The fused model is imported from the cloud for the prediction of network
traffic. The proposed IDS-FMLT model predicts two types of network traffic, namely, normal and
malicious attacks. If the proposed IDS-FMLT model predicts normal traffic, then traffic is granted
access. If the proposed IDS-FMLT model predicts malicious traffic, then traffic is blocked and stored
as a marked attack in the database in the cloud.

4 Results and Discussion

In this research, MATLAB 2020a tool is used for the simulation purpose. The (RTS-DELM) is
applied to input KDD data, CUP-99 data, and NetML-2020 data. The data are separated into two
stages: training & validation. Seventy percent of the data (855600 fused samples) and 30% (366685
fused samples) data are used for validation in the training phase which are shown in Tabs. 2 and 3.

Table 2: Training data for the proposed intrusion detection scheme in heterogeneous networks
empowered with fused machine learning model

Proposed fusion based IDS-FMLT (training)

fused samples (FS = 855600) Output results (eA, eB)

Input Expected output (IA, IB) eA (Access) eB (Block)
IA = 784077 access 776738 7339
IB = 71523 block 20639 50884
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Table 3: Validation data for the proposed intrusion detection scheme in heterogeneous networks
empowered with a fused machine learning model

Proposed fusion IDS-FMLT (validation)

Total number of fused samples (FS = 366685) Output results (eA, eB)

Input Expected output (IA, IB) eA (Access) eB (Block)
IA = 336033 (Access) 330109 5924
IB = 30652 (Block) 11751 18901

The various statistical analysis parameters [38–41] like accuracy, miss rate, probability of detec-
tion, true negative rate, incidence, positive predicted value, and negative projected importance of the
proposed IDS-FMLT model are all evaluated in the following way:

Accuracy =
∑

True positive (access) + ∑
True negative (block)∑

Total population
(14)

Miss rate =
∑

False positive (access) + ∑
False negative (block)∑

Total population
(15)

Probability of detection (PD) =
∑

True positive (access)∑
True positive (access) + ∑

False negative (block)
(16)

True Negative Rate (TNR) =
∑

True negative (block)∑
True negative (block) + ∑

False Positive (access)
(17)

Prevelance =
∑

Condition Positive∑
Condition Positive + ∑

Condition Negative
(18)

Positive Predicted Value =
∑

True positive (accesss)∑
True Positive (access) + ∑

False Positive (access)
(19)

Negative Predicted Value =
∑

True Negative (block)∑
True Negative (block) + ∑

False Negative (block)
(20)

False Alarm Rate = 1 −
∑

True Negative (block)∑
True Negative (block) + ∑

False Negative (block)
(21)

Specificity =
∑

True Negative (block)∑
True Negative (block) + ∑

False Negative (block)
(22)

Sensititvity =
∑

True Negative (block)∑
True Negative (block) + ∑

False Negative (block)
(23)

Fig. 2 shows the training statistical measures of different parameters, such as accuracy, miss rate,
and probability of detection, specificity, prevalence, positive predicted value, and negative predicted
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value. The proposed IDS-FMLT model has obtained an accuracy of 96.73% and 95.18% during
the training and validation phases, respectively. Other statistical parameters, such as the miss rate,
probability of detection, specificity, prevalence, positive predicted value, specificity, sensitivity and
negative predicted value are reported as 3.27%, 97.41%, 87.40%, 93.20%, 99.06%, 87.40%, 97.41%
and 71.14%, respectively, in the training phase.
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Figure 2: Performance evaluation with statistical parameters for proposed IDS-FMLT model (train-
ing)

Fig. 3 illustrates the proposed model’s validation performance for a variety of statistical parame-
ters, including miss rate, rate of detection, specificity, prevalence, positive projected value, specificity,
sensitivity and negative predicted value. The suggested model obtained 4.82%, 96.56%, 76.14%,
93.20%, 98.24%, 76.14%, 96.56% and 61.70% for miss rate, probability of detection, specificity,
prevalence, positive predicted value, and negative projected value, respectively, during the validation
stage.
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(validation)

Tabs. 3 and 4 demonstrates the overall performance of the proposed IDS-FMLT model and
compare it with other state-of-the-art techniques. The experimental results of the IDS-FMLT model
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achieved an accuracy of 95.18% and a missing rate of 4.82%, which are better than those of different
existing approaches, such as a neural network [24], support vector machine [24], decision tree [24],
deep extreme learning machine [24], RNN [29], adaptive voting algorithm [30], ANN [31], DELM
[32], SVM [33], SOMNN [34], ANN [35], NAÏVE BAYES + RP [36] and GANS [37].

Table 4: Comparison of the proposed IDS-FMLT system model with various techniques across
multiple datasets

Method Accuracy (Dataset
KDD) [25]

Accuracy, (Dataset
CUP-99) [26]

Accuracy (Dataset
NetML-2020) [27]

Neural network [24] 81.2% 90.39% 91.23%
Support vector machine
[24]

69.52% 89.94% 90.07%

Decision tree [24] 81.5% 91.12% 92.79%
Deep extreme learning
machine [24]

93.91% 94.6% 94.93%

Proposed IDS-FMLT
model

Fused [(RTS-KDD) + (RTS-CUP-99) + (RTS-NetML-2020)] 95.18%

Method Miss rate (Dataset
KDD) [25]

Miss rate (Dataset
CUP-99) [265]

Miss rate (Dataset
NetML-2020) [27]

Neural network [24] 18.8% 9.61% 8.77%
Support vector machine
[24]

30.48% 10.06% 9.93%

Decision tree [24] 18.5% 8.88% 7.21%
Deep extreme learning
machine [24]

6.09% 5.4% 5.07%

Proposed IDS-FMLT
model

Fused [(RTS-KDD) + (RTS-CUP-99) + (RTS-NetML-2020)]4.82%

Tab. 5 shows the in-contrast of proposed IDS-FMLT model with various state-of-the-art existing
approaches [29–37]. The performance the proposed IDS-FMLT model in terms of different statistical
parameters like “accuracy and miss rate”, during the training the proposed IDS-FMLT model is
achieved 96.73% and validation phase the proposed IDS-FMLT model achieved the accuracy 95.18%.
The summary of existing literature results analysis that clearly shows the accuracy is enhanced as
compared to various state-of-the-art existing ML approaches.

Table 5: Performances of state-of-the-art approaches and the proposed IDS-FMLT system model

Authors Pre-processing Approaches Training/Validation Accuracy (%) Miss-rate (%)

Farhan [29] No RNN Training (60%) 94.1 5.9
Validation (40%) 93.8 6.2

Chen
et al. [30]

No Adaptive
voting
algorithm

Training (85%) 85.2 14.8

(Continued)
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Table 5: Continued
Authors Pre-processing Approaches Training/Validation Accuracy (%) Miss-rate (%)

Validation (15%) 84.5 15.5
Khan
et al. [31]

No ANN Training (85%) 81.2 18.8

Validation (15%) 79.9 20.1
Avallaee
et al. [32]

Yes DELM Training (70%) 92.1 7.9

Validation (30%) 91.3 8.7
Ibrahim
et al. [33]

No SVM Training (85%) 93.5 6.5

Validation (15%) 92.1 7.9
Panda
et al. [34]

No SOMNN Training (65%) 75.4 24.6

Validation (35%) 73.1 26.9
Alshinina
et al. [35]

No ANN Training (45%) 81.2 18.8

Validation (55%) 79.9 20.1
Rahman
et al. [36]

No Discriminative
multinomial
Naïve
Bayes + RP

Training (93%) 81.5 18.5

Validation (7%) 80.6 19.4
Saleem
et al. [37]

No GANs Training (85%) 86.5 13.5

Validation (15%) 81.1 18.9
Proposed
IDS-FMLT
model

Yes Fused ML
(RTS-DELM)

Training (70%) 96.73 3.27

Validation (30%) 95.18 4.82

5 Conclusion

The rapid growth of data necessitates securing networks from malicious attacks. The proposed
IDS-FMLT model is used to predict malicious and regular traffic in the networks. Moreover, the
proposed approach is tested on various heterogeneous datasets, namely, KDD, CUP-99, and NetML-
2020. Statistical significance is analyzed and compared to state-of-the-art methods for malicious
attacks in networks.

The experimental results of the proposed IDS-FMLT model demonstrated an accuracy of
96.73% for training and 95.18% for validation. The proposed IDS-FMLT model achieved satisfactory
performance as compared to other state-of-the-art studies.
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6 Limitations and Future Work

The proposed IDS-FMLT classifies the network traffic into two categories: malicious and regular.
The proposed Fused Machine Learning algorithm was used to increase the system performance in
terms of detection of malicious and regular traffic. On the other hand, the IDS-FMLT framework
may increase the computational complexity of the system. In future work, Long short-term memory
(LSTM), federated learning, and hybrid computational intelligence can be applied, which may improve
the system’s accuracy. In future, we may use the other latest published intrusion detection data set like
IoT datasets for intrusion detection systems such as CIC IoT Dataset 2022 and other bench marks
dataset as well like NSL-KDD or UGR16 or UNSW-NB15 or CICDS-17, 18, and 19 during training
phase, which make our system more reliable in real time application
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