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Abstract: Electrocardiogram (ECG) signal is a measure of the heart’s elec-
trical activity. Recently, ECG detection and classification have benefited from
the use of computer-aided systems by cardiologists. The goal of this paper
is to improve the accuracy of ECG classification by combining the Dipper
Throated Optimization (DTO) and Differential Evolution Algorithm (DEA)
into a unified algorithm to optimize the hyperparameters of neural network
(NN) for boosting the ECG classification accuracy. In addition, we proposed
a new feature selection method for selecting the significant feature that can
improve the overall performance. To prove the superiority of the proposed
approach, several experiments were conducted to compare the results achieved
by the proposed approach and other competing approaches. Moreover, sta-
tistical analysis is performed to study the significance and stability of the
proposed approach using Wilcoxon and ANOVA tests. Experimental results
confirmed the superiority and effectiveness of the proposed approach. The
classification accuracy achieved by the proposed approach is (99.98%).
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1 Introduction

An Electrocardiogram (ECG) is a recording of the electrical activity of the heart. Different vital
places have received these messages. Fig. 1 shows these sections, including P, QRS complex, and T [1].
The P wave occurs during the depolarization of the atria. A QRS wave that may be divided into two
halves occurs [2]. Powerful and distinctive equipment in ECG applications has been developed to detect
and classify the ECG signal [3]. In addition, the quick detection of heart illness is critical for people who
have heart difficulties. Heart disease diagnosis relies heavily on electrocardiogram (ECG) analysis [4].
ECG categorization, in particular, has benefited from computer-aided techniques [5]. For many years,
researchers have been working on ways to identify and distinguish between normal and abnormal
cardiac records. The AdaBoost method [6], the Radial basis function [7], the Adaptive neuro-fuzzy [¢],
the Convolutional neural network (CNN) [9], and the Extreme Learning Machine (ELM) approach
[10] are some examples of classification algorithms. As a result, computer-aided categorization of ECG
and EEG has been used because of its capacity to quickly learn and generalize [11].
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Figure 1: The waveform of the electrocardiogram signal

However, the lack of local minima, undetermined learning percentage, the selection of hidden
neurons, and overfitting are some of the downsides. It may be possible to mitigate the drawbacks
of the neural network (NN) by utilizing population-based methodologies inspired by nature and
capable of global search, such as the dipper throated optimization (DTO), differential evolution (DE)
approach, the particle swarm optimization (PSO) approach and the genetic algorithm (GA) approach
[12]. ECG diagnostics, which are largely based on P, QRS, and T wave features, are used to assess the
heart recordings. Professionals responsible for producing an accurate detection judgment must, in the
meanwhile, precisely identify cardiac signals. Cardiovascular illness diagnosis relies heavily on machine
learning algorithms that identify the heart’s electrical activity. This paper analyzes the influence of
employing a new optimization algorithm to optimize the parameters of NN based on DTO and DE
for the appropriate classification of heart activity.
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2 Literature Review

In recent years, detecting CVD from ECG attracted a large number of researchers to present new
algorithms aim at increasing the accuracy of detection. A proposed method that depends on measuring
and analyzing the ECG measurements, which reflect the CVDs conditions, is presented in [13,14].
Machine learning algorithms based on ECG signals are also presented in [15]. A suggested three
methods used convolutional neural networks (CNN) to classify atrial fibrillation; the first one achieves
89% accuracy [16], the second one achieves 86% accuracy [17], while the third one classifies ECG
signals into three types and achieves 99% [18]. Another two methods depend on heart rate variability
features and support vector machine to classify heart failure, and normal sinus rhythm is proposed. The
first achieves 93.33% accuracy [19], while the second also depends on multifractal fluctuation analysis
[20]. Extracting features from the interval between two successive peaks in the ECG and using a deep
learning algorithm, which consists of CNN with a neural network, is presented and achieves 99%
accuracy [21]. Another research that depends on the morphological conditions of ECG signal to detect
heart failure used ECG heartbeats as an input of the CNN and achieved 100% accuracy [22]. Three
classifier algorithms used k-mean clustering, k-nearest neighbor (K-NN), and multi-layer perception
to achieve 88%, 99%, and 99%, respectively, presented in [23]. Another approach used a classifier
with least-square, maximum likelihood, and support vector machine, and each approach achieved
84%, 88%, and 76% accuracy, respectively [24]. Numerous researchers used entropy-primarily based
features to extract data from ECG signals. An entropy-based atrial fibrillation classifier and achieve
an area under the curve score of 0.981 proposed in [25]. Another approach used entropy as a feature
in classifying atrial fibrillation and achieving area under the curve score of 0.972 [26]. Area under
curve score of 0.97 is also achieved when using entropy feature with support vector machine classifier
[27]. Calculating Shannon entropy and sample entropy feature and proving that it represents atrial
fibrillation and normal sinus rhythm is done with an accuracy of 91% [28]. Feature extraction is the
difficult step in the process of ECG classification; the following research used a statistical method by
applying the Hjorth descriptor algorithm for ECG feature extraction [29,30]. However, this method
suffers from the noise that affects the value of variance. Therefore, the statistical method is limited
and can not be used to extract ECG features effectively. Other approaches used Discrete wavelet
transform (DWT) to extract ECG features in the time or frequency domain, which decomposes the
signal into sub-bands containing low-frequency components and high-frequency components, giving
more information for the feature selection. A suggested algorithm to classify arrhythmia depending
on DWT achieves 99% accuracy is presented in [31].

3 Materials and Methods

The material and methods utilized in the proposed approach are presented and discussed in this
section.

Table 1: Review of ECG arrhythmia classification approaches

Paper Dataset No.of Segment Method Accuracy Sensitivity PPV(%) Fl-
Classes Length (%) (%) Score
[32] CPSC 9 5 Inception- - 84.7 84.7 84.4
ResNet-v2
[33] MIT 8 - 2D CNN 99.02 - - -

(Continued)
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Table 1: Continued

Paper Dataset No.of Segment Method Accuracy Sensitivity PPV(%) FI1-
Classes Length (%) (%) Score

[34] MIT 5 - CNN 99.7 99.7 99.22 -

[35] MIT 5 - CNN 97.42 - - -

[36] MIT 6 - RCNN 98.29 - - 99.14

[37] MIT - - CNN 97.96 - - 84.94

[38] MIT 6 10 CNN+LSTM 99.32 97.75 97.66 -

[39] MIT 17 10 1D CNN 91.33 83.91 - 91.33

[40] CPSC 9 30 CNN+LSTM - - - 80.6

[41]  MIT 5 1 DULSTM 99.25 - - -

[42] CPSC 9 1.5 ResNet+BLSTN - 80.1 82.6 81.2

[43] MIT,TPB 5 1.496 1D CNN 99.61 - - 99

[44]  MIT,TPB 5 - Random forest 92.31

[45]  MIT 5 - SVM+PNN 88.7 - - -

[46] MIT 6 - PNN+RBF-NN  99.54 - - -

3.1 Differential Evolution Algorithm

Linear or non-linear optimization can be used for a wide range of scientific, social, and applied
problems. Several of the application’s issues are non-linear in nature. There are several approaches to
dealing with non-linear problems. Even additional variables and data kinds can enhance the difficulty
of solving an issue even further if needed. Using deterministic methodologies, it is challenging to
model and solve such problems. Heuristic techniques have been improved in order to address the
issues outlined above. Fast results can be achieved by using multi-point search algorithms, which use
heuristics depending on the population. Because of this, Price and Storm came up with the Differential
Evolutionary Algorithm (DEA) in 1995. In situations where continuous data is complex, DEA can
give successful results based on Genetic Algorithms (GA) for operations and operators [36-39]. Drug
Enforcement Administration (DEA) research is ongoing at any given moment. There are several
iterations in the process of solving problems with the help of operators. Additionally, the purpose
of DEA is to enhance performance in real-valued coding-based problem-solving situations. Cross-
breeding, mutation and selection operators are all used in the DEA, just as they are in the GA system.
For example, in contrast with GA, no single operator can be applied to all of the population at once.
The procedure of randomly choosing three chromosomes and processing them one at a time results in
the birth of a new individual. Mutation and crossover processing are required for these processes.

To ensure the survival of future generations, the newly acquired youthful chromosome will be
handed on to the next generation as a more physically fit individual. As a result, the selection operator
is also employed. The quality of a solution is determined by its value to the target function, according
to [40-42]. (fitness value). A number of advantages and crucial criteria are presented in Tab. | for
the DEA algorithm. With a D vector, an optimization may be represented by the D parameter.
Random NP population vector samples are generated using DEA. It is necessary to apply mutations,
crossovers, and selection processes to generate this population [45]. Fig. 2 illustrates the DEA method’s
fundamental structure. Some of the genes on the current chromosome will be altered by the mutation,
which is meant to cause random changes. As a result of these many circumstances, the solution
point denoted by its chromosome moves about inside the solution domain. Changes in direction and
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quantity of movement must be made in order for a mutation to occur. All of the DNA in the DEA
is altered, yet there are three separate chromosomes. The difference between first two chromosomes
selected is taken into consideration. Different chromosomes double the scaling factor parameter. This
option commonly accepts values between 0 and 2. When the best match has been found, the weighted
difference chromosome is combined with this chromosome. In other words, the crossover will benefit
from the mutant chromosome’s abnormalities.

Mutation scale Crossover Fitness value
factor F probability Cr evaluation
| | |
1 ' b S
N q= . .
(1) Initialization (2) Mutation (3) Crossover (4) Selection

g=g+1 5) Stopping
No condition

Optimal solution

Figure 2: The differential evolution optimization algorithm

3.2 Dipper Throated Optimization

The optimization process of using throated dipper optimization (DTO) is based on measuring the
locations and speed of swimming and flying birds in a simulation of the actual process of hunting their
food. Fig. 3 shows the steps of the DTO process.

The update of the locations and speed of the swimming birds is performed using the following
equations.

BLnd (Z + 1) = BLbest (Z) - Cl' | C2~BLbest ([) - BLnd (t)| (1)

where ¢ is the iteration number, and BL,, (f) and BL,., () are the normal location and best location of
the bird, and C, and C, are adaptive values whose values are changed during the optimization process
based on the iteration number and random values. On the other hand, the update of the flying bird’s
location is performed using the following equation.

BL,, (t+1)=BL, () +BS({+1) )
BS (t+1) = GBS (1) + Cyry (BLyey (1) — BL, (1)) + Csry (BLgpew — BL,, (1)) 3)

where BS (¢ + 1) is the updated speed of each bird, r, is a random number in [0; 1], BL., is the global
best location, and C; is a weight value, C, and C; are constants.
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Figure 3: The steps of the dipper throated optimization process

3.3 Multi-Layer Perceptron

For the processing of information and communication between a set of nodes, artificial neural
networks (ANNs) follow the principles of the nervous system. Signals are sent from one neuron to
another via the Synapse (the link between neurons). The most popular uses of ANN [46] are in speech
recognition, regression, and learning algorithms. To get the most out of ANN, it is critical to focus on
the learning process and parameter optimization. Multi-layer perceptron (MLP) is a popular ANN
algorithm. Fig. 4 depicts the typical MLP structure.

The output of a node in MLP is measured using the following equation.

N
S=>. wili+h @)

where [, denotes the input i and w;, stands for the weight of the connection between the input i and the
neuron j. The value g, refers to the bias of layer j. The output of node j is determined using the most
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often suggested function, sigmoid activation, which is represented by the following equation.

1
5S) = e ®
Fully Fully
Connected Connected
(weights between) (weights between)

Hidden
Layer

Figure 4: The structure of the multi-layer neural network

4 Methodology

The block diagram of the proposed approach for classifying ECG signals is depicted in Fig. 5.
This figure shows how the proposed approach is divided into four components. Preprocessing begins
with ECG signals pulled from the PTBDB database. There are two parts to preprocessing: 60 Hz noise
removal and baseline wandering. In addition, the block diagram shows how ECG signals is used to
extract morphological and statistical features. Following the optimization and classification phase of
the proposed model. The final step is to classify the signal into normal and abnormal categories.

ECG Dataset

|

|

| Baseline | | Morphological
ﬁ @ | Wandering | || Festures

|

Raw ECG
K Signal |
: | 60 Hz Il | statistical
| Noise Il Features

Normal
ECG

Optimized .—
il 7

Traditional DTO+DE
NN Optimization

Abnormal
ECG

Figure 5: The block diagram of the proposed system of ECG signal classification
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Algorithm 1: The proposed DTO + DE algorithm

1 Initialize birds locations BL, (i=1, 2, 3, ..., n) withsizen, BS; (i=1, 2, 3, ..., n),
2 Fitness function Fn, f,, r;, 1., 13, R, C,;, C,, C;, C,, Cs, t =1, and max iterations iter_max
3 Evaluate fitness function Fn for each BL,

4 Find best bird BL,,,,

5  While t < iter_max do

6 for(i=1,i<n)do

7 If (R <0.5) then

8 Update Location of the swimming bird using:

9 BL,,(t+1) = BLy, (1) — C\.| C5.BLy, (t) — BL,; (0)]
10 else

11 Update Speed of the flying bird using:

12 BS(t+1)= CBS(() + Cu (BL,, (t) — BL,, (1))

13 +Csry (BLgey — BL,, (1))

14 Update Location of the swimming bird using:

15 BL,t+1)=r+ z«rn+{(—-2)xr;,+BS({E+1)
16 end for

17 end for .

18 Evaluate fitness function Fn for each BL,;

19 Update R, r;, 15, 13, ¢, C,, C,

20 Find best bird BL,,,,

21 Set BL,,, = BL,,,

22 Sett=t+1

23 end while
24 return BL,,

4.1 The Proposed DTO-DE Algorithm

As the classification of ECG signal is based on the NN classifier, in this section, we proposed
a new optimization algorithm for optimizing the parameters of the NN to boost its performance.
The proposed optimization algorithm is based on combining two powerful optimization algorithms
in a unified algorithm. These two algorithms are the dipper throated algorithm and the differential
evolution algorithm. Algorithm 1 presents the steps of the proposed algorithm. The main idea of the
proposed algorithm is to move the birds more quickly towards the best solution. Therefore, the update
of the bird locations is performed using the following equation.

BL,t+D)=r+zxrn+{0—-2)xr+BS+1) (6)
where r, r,, r; are random variables, and z is a dynamic variable whose value is calculated as follows.
2
t
i1 (_) ()
iter_max

4.2 Feature Selection

The feature selection process is performed by binary selection of the significant features. This
process is realized by converting the resulting solution from the proposed optimization algorithm to
binary. The conversion is performed in terms of the sigmoid function to get the binary values 0 or 1
corresponding to each feature. The following equation expresses the process of converting solution to
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binary, where BL,,, denotes the bird’s best position at iteration z.

1, if Sigmoid (BL,.,) > 0.5
0, otherwise

®)
©)

BinarySolution (t + 1) = [

Si id (BLy,,) =
1gmot ( Zus) 1+exp710(31‘]7e.\'t70‘5)

5 Experimental Results

The conducted experiments are split into two scenarios. The first scenario targets evaluating the
proposed feature selection method, whereas the second scenario targets the evaluation of the proposed
optimization approach. The following sections present the achieved results of each scenario, starting
with presenting the dataset employed in the conducted experiments.

5.1 Dataset

Physionet’s PTBDB [47] was used to test the proposed approach. The total number of records in
the PTB ECG diagnostic dataset is 549. A total of 294 people volunteered to donate their blood for the
study. There are 15 simultaneously recorded signals in each of the samples. We were able to conduct
experiments using data from healthy (52 cases) and abnormal patients (148 cases). Fig. 6 shows that
all measurements in this investigation were taken from lead II on the PTB database.

5.2 Preprocessing

Signal processing experiences oscillations because of undesirable noise and interference. This stage
is critical to the classification of ECGs since the ECG contains a large number of unsettling sounds. As
a result, it is widely used in biomedical research to achieve robust and unambiguous results. Baseline
system interactions and wandering are two examples of the types of abnormalities that may be detected
in ECG recordings. These abnormalities are corrected using the symlet scaling filter and the denoising
operations.

5.3 Feature Extraction

The biomedical signals can be classified by extracting the significant features from the input
signal. Following the preprocessing stage, it is important to get the precise qualities that will be
utilized in the last stage in the processing chain [48-54]. In this paper, we utilized 11 features, namely,
mean, maximum, minimum, ST interval, QT interval, P-wave amplitude, PR interval, QRS complex
amplitude, Kurtosis, Skewness, and Variance. The selection of the best features that can boost the
classification accuracy of the ECG data can be achieved by means of the proposed feature selection
method.

Tab. 2 presents the results of the feature selection using the proposed binary DTO-DE with
comparison to other feature selection methods. In the table, six feature selection methods are included
in the comparison results. These methods are binary grey wolf optimizer (bGWO), binary particle
swarm optimization (bPSO), binary bat algorithm (bBA), binary whale optimization algorithm
(bWOA), and binary firefly algorithm (bFA), and binary genetic algorithm (bGA). As shown in the
table, the proposed feature selection algorithm achieved the best average error, best fitness, worst
fitness, average select size, and standard deviation fitness. These results confirm the superiority of
the proposed feature selection method.
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5.4 Classification Results and Comparisons

On the other hand, to determine the best machine learning model to utilize for classifying the input
ECG, an experiment is conducted to compare the performance of three classifiers, namely, neural
network (NN), K-nearest neighbor (KNN), and support vector machine (SVM). The comparison
results are presented in Tab. 3. From these results, it can be noted that the best classifier for this
case is the neural network. Therefore, we adopted this classifier for optimization using the proposed
optimization algorithm.
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Table 2: Results of feature extraction evaluation
bDTO-DE bGWO bPSO bBA bWOA  bFA bGA
Average error 0.3764 0.3936 0.4274 0.437 0.4272 0.4258 0.4072
Best Fitness 0.3414 0.3761 0.4345 0.3668 0.4261 0.4248 0.3705
Worst Fitness 0.4399 0.443 0.5022 0.4684 0.5022 0.5224 0.4856
Average Fitness 0.4396 0.4558 0.4542 0.4771 0.462 0.5061 0.4672
Average Select size 0.3292 0.5292 0.5292 0.6686 0.6926 0.5637 0.4716
Standard deviation  0.2619 0.2666 0.266 0.2759 0.2682 0.3028 0.2682

Fitness

Table 3: Evaluation of three classifiers

NN KNN SVM
MSE 0.0064 0.00888  0.0078
AUC 0.948 0.921 0.936

The adopted NN classifier is optimized using the proposed optimization algorithm and compared
with four other optimization algorithms, namely WOA, GWO, GA, and PSO. Tab. 4 presents the
evaluation of the results achieved by the optimized NN using the optimization methods. In this table,
it can be noted that the optimization of NN using the proposed algorithm achieves the best results and

outperforms the results achieved by NN when optimized using other optimization methods.

Table 4: Evaluation of three classifiers

DTO-DE4+NN WOA+NN GWO+NN GA+NN PSO+NN
Number of values 17 17 17 17 17
Maximum 0.999 0.981 0.9786 0.989 0.981
Range 0.001 0.0259 0.0226 0.02 0.03
Median 0.999 0.971 0.976 0.989 0.981
Minimum 0.998 0.9551 0.956 0.969 0.951
Mean 0.9989 0.9712 0.9744 0.9866 0.9739
Coefficient of variation  0.03325% 0.5471% 0.5518% 0.5699% 1.075%
Std. Error of Mean 0.00008055 0.001289 0.001304 0.001364 0.002539
Std. Deviation 0.0003321 0.005314 0.005377 0.005623 0.01047
75% Percentile 0.999 0.971 0.976 0.989 0.981
25% Percentile 0.999 0.971 0.976 0.989 0.961

To further investigate the statistical significance and stability of the proposed approach, two

statistical tests were performed, namely, Wilcoxon signed-rank test and the one-way analysis of
variance (ANOVA) test. The results of the first test are presented in Tab. 5. In this table, the results
show the significance of the proposed approach as well as the significance of the other methods. To
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show the effectiveness of the proposed approach, the ANOVA test results are presented in Tab. 6. These
results emphasize the effectiveness of the proposed approach based on the test hypotheses.

Table 5: Wilcoxon signed-rank test
DTO-DE+NN WOA+NN GWO+NN GA+NN  PSO+NN

Number of values 17 17 17 17 17
Actual median 0.999 0.971 0.976 0.989 0.981
Theoretical median 0 0 0 0 0

Sum of positive ranks 153 153 153 153 153
Sum of signed ranks (W) 153 153 153 153 153
Sum of negative ranks 0 0 0 0 0

P value (two tailed) <0.0001 <0.0001 <0.0001 <0.0001 <0.0001
Exact or estimate? Exact Exact Exact Exact Exact
Discrepancy 0.999 0.971 0.976 0.989 0.981
Significant Yes Yes Yes Yes Yes

(alpha =0.05)?

Table 6: One-way analysis of variance (ANOVA)

SS DF MS F (DFn, DFAd) P value
Treatment (between columns)  0.009188 4 0.002297 F (4,80)=5787 P <0.0001
Residual (within columns) 0.003175 80 0.0000397
Total 0.01236 84

In addition, a set of analysis plots are generated to study the results achieved by the proposed
approach. These plots are shown in Fig. 7 as the residual, homoscedasticity, QQ, and heatmap plots.
The residual and homoscedasticity represent the ranges of error in which the small range indicates the
best performance. In these plots, the range of residual error in the prediction results is —0.03 to 0.01
and 0 to 0.025 for the residual and homoscedasticity plots, respectively. Moreover, the QQ plot shows
a line fitting the achieved results with respect to the target values. In this plot, the results approximately
fit a line which represents accurate results.

To emphasize the superiority of the proposed approach, two plots are generated based on the
achieved results; the first plot is the accuracy plot, in which the range of accuracies achieved by each
approach is drawn the figure. The accuracy ranges are plotted in Fig. 8. In this figure, it can be noted
that the accuracy of the proposed approach is in the range of 0.998%—-100%, which outperforms the
accuracy range of the other methods. In addition, the histogram shown in Fig. 9 displays the number
of achievements of certain accuracy. In this figure, the proposed approach has a significant number of
results achieving an accuracy of 0.998%, which is superior to the other methods.
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Figure 7: Analysis of the achieved results using the proposed approach
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Figure 9: Histogram of the accuracy achieved by the proposed approach and other approaches

6 Conclusions

In this work, a novel approach for classifying the ECG signal is proposed. The proposed
approach is based on optimizing the parameters of neural networks using a hybrid of dipper throated
optimization and differential evolution optimization algorithms. The proposed model was evaluated
using the freely available PTB Diagnostic ECG database. Taking into account important aspects
of the automated ECG analysis, such as methodologies, databases, classes, feature types, and the
accuracy, a comparison was carried out. The recorded results showed that the proposed approach
could achieve the highest accuracy when compared to other non-optimized models. On the other
hand, other optimization methods we applied to the same task to show the superiority of the
proposed optimization approach. The comparison results confirmed the findings and emphasized
the effectiveness of the proposed approach. In addition, a statistical analysis is performed to prove
the stability and significance of the proposed approach. Moreover, a one-way analysis of variance
and Wilcoxon signed-rank test were applied to get more insight into the significance of the proposed
approach.
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