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Abstract: Cloud Computing (CC) is the most promising and advanced
technology to store data and offer online services in an effective manner.
When such fast evolving technologies are used in the protection of computer-
based systems from cyberattacks, it brings several advantages compared to
conventional data protection methods. Some of the computer-based sys-
tems that effectively protect the data include Cyber-Physical Systems (CPS),
Internet of Things (IoT), mobile devices, desktop and laptop computer,
and critical systems. Malicious software (malware) is nothing but a type
of software that targets the computer-based systems so as to launch cyber-
attacks and threaten the integrity, secrecy, and accessibility of the information.
The current study focuses on design of Optimal Bottleneck driven Deep
Belief Network-enabled Cybersecurity Malware Classification (OBDDBN-
CMC) model. The presented OBDDBN-CMC model intends to recognize and
classify the malware that exists in IoT-based cloud platform. To attain this, Z-
score data normalization is utilized to scale the data into a uniform format. In
addition, BDDBN model is also exploited for recognition and categorization
of malware. To effectually fine-tune the hyperparameters related to BDDBN
model, Grasshopper Optimization Algorithm (GOA) is applied. This scenario
enhances the classification results and also shows the novelty of current study.
The experimental analysis was conducted upon OBDDBN-CMC model for

https://www.techscience.com/
https://www.techscience.com/journal/cmc
http://dx.doi.org/10.32604/cmc.2023.032969
https://www.techscience.com/doi/10.32604/cmc.2023.032969
mailto:m.alduhayyim@psau.edu.sa


3102 CMC, 2023, vol.74, no.2

validation and the results confirmed the enhanced performance of OBDDBN-
CMC model over recent approaches.

Keywords: Malware detection; security; Internet of Things; cloud computing;
machine learning; parameter adjustment

1 Introduction

Societies have become dependent upon technology in the past few years while technology is getting
complicated day by day. In today’s world, people and devices are heavily connected with each other.
Especially, e-government, smart cities, smart homes and such data-driven technologies follow Internet
of Things (IoT) model. After the outbreak of COVID-19 pandemic and the circumstances that led to
continuous lockdowns, technology acceptance has augmented in multiple folds and through diverse
methods. For example, e-health applications have been designed after COVID-19 outbreak to support
the already- exhausted healthcare professionals and medical systems [1]. However, a comprehensive
connection to the cyber-world, on the other hand, increased the amount of cyberattacks. These
cyberattacks might reveal information which is generally categorized as confidential and secure. To be
specific, Internet of Medical Things (IoMT) system deals with huge volumes of patient datasets and
transmission and storage of medical data experienced severe privacy concerns [2]. As a result, certain
benchmarks were developed in the meantime to overcome the shortcomings namely, implementation
of secure data transmission protocol and ensuring the privacy of socket layers to avoid the leakage
of private data [3]. Cybercrime is defined as any unauthorized activity that occurs upon computer
or through conventional crime modes and target individuals or institutions via internet [4]. In this
background, it has become inevitable to make one-stop security and trusted solution to handle
information privacy and security in resource-constraint devices.

In general, IoT devices possess lesser processing and memory capacity which in turn makes the
devices, lightweight [5]. These characteristics limit the predominant application of probable security
solutions. When finding malware attacks in IoT environment, three predominant problems are faced
[6]. Fig. 1 illustrates the security problems experienced in cloud-IoT. First of all, most of the IoT devices
have low computation power which limits the complication of security system [7]. In addition, the
intensification of hidden malware attacks that target the IoT systems, necessitates the quick adoption
of detection method which in turn is a complicated approach [8,9]. Next, the rapid developments in IoT
devices and the resultant security risks must be dealt with extremely strong data protection methods.
Signature-based detection method plays a significant role in protecting the system from different types
of malwares. This method gained much attention among researchers who conducted numerous studies
focused upon its improvement in both academia and industries [10,11]. Signature is the concept built
upon this concept of different malware detections. Signature is usually unalterable and identified in
the earlier stages of propagation although the quantity of malware examples is constrained [12]. In this
methodology, the content of the file is scanned and compared to check whether it matches the known
signature [13].

Vasan et al. [14] suggested a new classification model for the detection of variants of malware
groups and enhanced the detection of malware with the help of Convolutional Neural Network (CNN)
based Deep Learning (DL) architecture named as Image-related Malware Classifier by making use of
Finely tuned CNN structure (IMCFN). Being a novel technique, the solution varies from existing ones
in terms of being a solution for multiclass classifier issues. Further, the technique converted the raw
malware binary images into color images and the fine-tuned CNN structured utilized these images in
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the detection and identification of malware groups. In the study conducted earlier [15], a combined DL
technique was suggested for the detection of malware-infected documents and pirated software over
IoT networks. Sudhakar et al. [16] devised a new malware classifier with fine-tuned (MCFT)-CNN
method. The proposed MCFT-CNN method identified strange malware samples without any prior
knowledge. In this study, reverse engineering method was followed with binary code analysis and even,
the enhanced evading approaches were employed to detect the malwares.

Figure 1: Security problems in cloud-IoT

Jeon et al. [17] recommended a Dynamic-Analysis-for-IoT-Malware-Detection (DAIMD) method
to mitigate the damages caused in IoT gadgets through intelligent detection of familiar IoT malware
and new variants of IoT malwares. DAIMD method investigated about IoT malwares with the help of
CNN method and analyzed IoT malware vigorously in nested cloud atmosphere. DAIMD performed
dynamic scrutinization of IoT malware in nested cloud setting so as to extract the behaviors based on
virtual file system, memory, system call network, and process. In the study conducted earlier [18], a
model was projected for detection of malware assaults on Industrial Internet of Things (MD-IIOT).
For in-depth malware analysis, this study suggested a technique based on deep CNN color and image
visualization. The outcomes achieved by the suggested technique were compared with that of the
results from other studies in terms of malware detection.

The current study focuses on the design of Optimal Bottleneck driven Deep Belief Network-
enabled Cybersecurity Malware Classification (OBDDBN-CMC) model. The aim of the presented
OBDDBN-CMC model is to recognize and classify the malware in IoT-based cloud platform. To
attain this, Z-score data normalization is utilized to scale the data into a uniform format. In addition,
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BDDBN model is exploited for both recognition and categorization of the malware. To effectually fine-
tune the hyperparameters related to BDDBN model, Grasshopper Optimization Algorithm (GOA)
is used which in turn enhances the classification results. The proposed OBDDBN-CMC model was
experimentally validated and the results confirmed the enhanced performance of OBDDBN-CMC
model over recent approaches.

2 The Proposed OBDDBN-CMC Model

In current study, a novel OBDDBN-CMC model has been developed to recognize and classify the
malware in IoT-based cloud platform. To attain this, Z-score data normalization is utilized to scale
the data into a uniform format. In addition, BDDBN model is exploited for both recognition and
categorization of malware. To effectually fine-tune the hyperparameters involved in BDDBN model,
GOA is used which in turn enhances the classification results. Fig. 2 depicts the block diagram of
OBDDBN-CMC approach.

Figure 2: Block diagram of OBDDBN-CMC approach

2.1 Z-score Normalization

At first, Z-score data normalization is utilized to scale the data into a uniform format. Z-score
is a traditional normalization and standardization technique that represents the number of Standard
Deviations (SDs), in which · denotes a raw data point that is below or above population mean. It lies
within the range of −3 and +3. Further, it standardizes the dataset based on the abovementioned scale
in order to change every dataset with different scales to default scale.

In order to normalize the data using z-score, the mean of the population is subtracted from raw
data point and divided using the SD. This yields a score that lies between −3 and +3, . thus, it reflects
that SD is a point either below or above the mean as calculated using Eq. (1). In this equation, x refers
to a certain sample’s values, μ denotes the mean and σ indicates the SD [19].

z_score = (x − μ)

σ
(1)
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2.2 BDDBN-Based Classification Process

After data pre-processing, BDDBN model is exploited for both recognition and categorization
of malware [20]. DBN is a theoretical model applied in learning mechanism with deep structure.
Deep structures denote that it contains multiple layers with non-linear arithmetical units. DBN has
strong characterization and modelling ability and it can handle real-time datasets, for instance video,
natural speech, and images, than the existing methods used for ‘shallow’ structure. Here, shallow
structure denotes the individual layer with non-linear arithmetical units. Though DBN is basically
a multi-layer Artificial Neural Network (ANN), it employs a hybrid of unsupervised and supervised
training models to obtain the network parameters. This is to resolve the challenges faced by ANN-
back propagation (BP) process in terms of getting trapped into local optima. Bottleneck concept is
continuously employed for speech detection whereas BDDBN is the result of integrating bottleneck
idea with DBN. BDDBN is generally established as a multi-layer ANN with odd number of layers
whereas the middle layer is called ‘bottleneck layer’. Bottleneck means the number of neurons in a
layer is lower than other layers. BDDBN-based technique for speech feature extraction is executed as
described below.

Step 1. Build DBN via fine-tuning and retraining and construct a nerve network.

Compositionally, DBN is a sequence of Restricted Boltzmann Machine (RBM) cascades. In
general, RBM is composed of a hidden layer cell hj and visible layer vj connected whereas the joint
distribution for a set of parameter models is formulated as follows.

E
(
vi, hj; θ

) = −
∑

ij
wijvjhj −

∑
i
bivi −

∑
j
ajhj, (2)

E
(
vj, hj; θ

) = −
∑

ij

wijvjhj −
∑

i

bjvj −
∑

j

ajhj,

Here, θ = {w, a, b} and wij refers to the connection weight of visible and hidden layers. bj and
aj indicate the biases, correspondingly. The density likelihood distribution is defined by the equation
given below.

Pθ (v, h) = 1
Z(θ)

exp(−E(v, h; θ)) (3)

= 1
Z (θ)

∏
ij

ewijvihj
∏

i

ebivj
∏

j

eah
j ,

where Z(θ) = ∑
h,v exp (−E (v, h; θ)), since the hidden node is conditionally independent of others as

observed below.

P(h|v) =
∏

j

P(hj|v). (4)

with the abovementioned formula, it is easy to obtain the probability of j-th node of the hidden unit
i.e., one or zero as v visible layer.

P
(
hj = 1|v) = 1

1 + exp
(− ∑

i wijvi − aj

) ,

P(v|h) =
∏

i
P(vj|h), (5)

P
(
vj = 1|h) = 1

1 + exp
(− ∑

j wijhj − bi

) .
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Maximize the log-likelihood function:

L(θ) = 1
N

∑N

n=1
log Pθ (v) − λ

N
‖w‖2

F . (6)

The derivation of maximal log likelihood function yields the w variable, equivalent to maximal L.
∂L(θ)

∂wij

= EPdata
[vihj] − EPθ

[vihj] − 2λ

N
wij. (7)

A supervised learning mechanism is employed in current study compared to conventional Back
Propagation Neural Network (BPNN) to build the whole DBN. In step 2, the bottleneck layer in the
network is detached whereas the original bottleneck layer is applied as output layer.

2.3 GOA-Based Parameter Adjustment Process

To effectually fine-tune the hyperparameters related to BDDBN model, GOA is used which in turn
enhances the classification results [21–23]. The fundamental basis of GOA is to mimic the behaviour
of grasshopper during food search at adulthood and larval stages [24]. The behaviour of grasshopper
swarms is statistically modelled as follows.

Xi = Si + Gi + Ai (8)

Let Xi be the location of i-th grasshopper, Sj indicates social interaction, Gj denotes the gravity
force of i-th grasshopper, and Ai indicates the wind circulation.

Sj =
∑N

j=1,j �=i
S

(
dij̇

) −→
dij̇

(9)

In Eq. (9), dij refers to the distance between i-th and j-th grasshoppers, computed by dij̇
= |Xj −Xi|,

S is a function utilized for defining robustness as given below, and
−→
dij̇

= Xj−Xi

dij
indicates a unit vector

between the function and j-th grasshopper.

The function S is calculated with the help of Eq. (10):

s(r) = fe
−r
l − e−r (10)

In this expression, f indicates attraction intensity and l denotes attraction scale length. The two
parameters split the space function between two grasshoppers into regions of repulsion, comfort, and
attraction. This S function relates to the robust force among grasshoppers, once the distance amongst
themselves is lower.

The distance amongst the grasshoppers is standardized in the range of [1,4]. The G components
of (8) are estimated as follows.

Gi = −g�eg (11)

where g represents the gravitational constant and �eg designates the unit vector toward the center of
earth.

A component of (8) is evaluated as given below.

Ai = u�ew (12)
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In Eq. (12), u denotes the adrift constant and �ew indicates the unit primarily in wind direction. The
movement of the Nymph grasshopper primarily relies on wind’s direction. Substitute G, and A in (13)
and the resultant formula is given below.

Xi =
∑N

j=1,j �=i
S(|Xj − Xi|)Xj̇ − Xi

dij̇

− g�eg + u�ew (13)

If s(r) = fe
−r
l − e−r, then N indicates the overall number of grasshoppers. While the searching

agent directs the sea toward a potential point, the quick reach of the grasshopper to comfort region is
constrained as follows.

X d
i = c ×

(∑N

j=1,j �=1
c × ubd − lbd

2
s
(|X d

j̇ − X d
i |) Xj̇ − XI

dij̇

1 + �Id

)
(14)

Algorithm 1: Pseudo-code of GOA
Parameter initialization: population size (N), cmax, cmin and maximal amount of iteration (tmax)

Generate population (X) arbitrarily
Fix curretn iteration t = 1
while (t < tmax) do

Determine fitness function f
Select optimum solution T̂d

Update value of (c)
for i = 1: N do

Normalize the distance among the solutions in X .
Upgrade xi ∈ X by Eq. (12)

end for
t = t + 1

end while
Return T̂d.
where t

The initial term of this formula contemplates the position of existing grasshopper with regards
to another grasshopper. Next, �Id simulates the tendency to move towards the food sources. ubd and
lbd indicate the upper and lower limits of d-th parameter, s(r) = fe

−r
l − e−r is compared to (and Id

denotes the target value of d-th dimension, and c denotes the decreased coefficient which is employed
for contracting the attraction, comfort, and repulsion regions. But, it is assumed that the direction of
wind is often in the direction of target ( �Id). Both inner and outer c in (14) are similar to inertia weight
factor w in Particle Swarm Optimization (PSO) as follows.

c = cmax − iter
cmax − cmin

maxiter
(15)

In Eq. (15), cmax represents the maximal value, cmin denotes the minimal value, iter and maxiter
indicate the existing iteration and the maximal number of iterations, correspondingly. The outer c
weakens the attraction and repulsion forces among the grasshoppers which is proportionate to the
iteration count. The factor c× ubd −lbd

2
linearly shrinks the space that needs to be exploited and explored

by the grasshoppers. The factor s(|X d
j̇ − X d

i |) hints that a grasshopper must be repelled or attracted
toward the exploitation phase.
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GOA system resolves a Fitness Function (FF) to achieve maximum classification efficiency. It
resolves a positive integer to portray the best efficiency of candidate results. In this case, minimization
classifier error rate, supposedly to be provided by FF is given in Eq. (16).

fitness (xi) = ClassifierErrorRate (xi)

= number of misclassified samples
Total number of samples

∗ 100 (16)

3 Performance Validation

The presented OBDDBN-CMC model was experimentally validated for its performance using a
dataset that contains 9,419 samples under two classes as demonstrated in Tab. 1.

Table 1: Dataset details

Class name No. of samples

Benign 5065
Malware 4354
Total 9419

Fig. 3 illustrates the confusion matrices generated by OBDDBN-CMC model on the applied
dataset with distinct training (TR) and testing (TS) data. With 70% of TR data, the proposed
OBDDBN-CMC model recognized 3,455 samples as benign class and 2926 samples as malware
class. Eventually, with 30% of TS data, the proposed OBDDBN-CMC approach categorized 1,476
samples under benign class and 1,276 samples under malware class. Meanwhile, with 80% of TR
data, OBDDBN-CMC system classified 4,032 samples under benign class and 3,428 samples under
malware class. At last, with 20% of TS data, the proposed OBDDBN-CMC methodology recognized
989 samples as benign class and 877 samples under malware class.

Figure 3: (Continued)
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Figure 3: Confusion matrices of OBDDBN-CMC approach (a) 70% of TR data, (b) 30% of TS data,
(c) 80% of TR data, and (d) 20% of TS data

Tab. 2 and Fig. 4 highlight the overall malware classification performance achieved by the pro-
posed OBDDBN-CMC model under distinct aspects. With 70% of TR data, the proposed OBDDBN-
CMC model offered an average accuy of 96.78%, Positive Predictive Value (PPV) of 96.78%, True
Positive Rate (TPR) of 96.74%, Fscore of 96.76%, and False Positive Rate (FPR) of 3.26%. Along with
that, with 30% of TS data, the proposed OBDDBN-CMC system obtained an average accuy of 97.38%,
PPV of 97.37%, TPR of 97.37%, Fscore of 97.37%, and FPR of 2.63%. Moreover, with 80% of TR data,
OBDDBN-CMC technique achieved an average accuy of 99%, PPV of 99%, TPR of 98.99%, Fscore of
99%, and FPR of 1.01%. At last, with 20% of TS data, OBDDBN-CMC approach obtained an average
accuy of 99.04%, PPV of 99.04%, TPR of 99.04%, Fscore of 99.04%, and FPR of 0.96%.

Table 2: Results of the analysis of OBDDBN-CMC approach under different measures

Class labels Accuracy PPV TPR F-score FPR

Training phase (70%)

Benign 96.78 96.78 97.27 97.02 03.78
Malware 96.78 96.79 96.22 96.50 02.73
Average 96.78 96.78 96.74 96.76 03.26

Testing phase (30%)

Benign 97.38 97.55 97.55 97.55 02.82
Malware 97.38 97.18 97.18 97.18 02.45
Average 97.38 97.37 97.37 97.37 02.63

Training phase (80%)

Benign 99.00 99.02 99.14 99.08 01.15

(Continued)
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Table 2: Continued
Class labels Accuracy PPV TPR F-score FPR

Malware 99.00 98.99 98.85 98.92 00.86
Average 99.00 99.00 98.99 99.00 01.01

Testing phase (20%)

Benign 99.04 99.10 99.10 99.10 01.02
Malware 99.04 98.98 98.98 98.98 00.90
Average 99.04 99.04 99.04 99.04 00.96

Figure 4: Average analysis results of OBDDBN-CMC approach (a) Accuy, (b) PPV, (c) TPR, (d) Fscore,
and (e) FPR
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A clear precision-recall inspection was conducted for OBDDBN-CMC method upon test dataset
and the results are shown in Fig. 5. The figure implies that the proposed OBDDBN-CMC method
produced enhanced precision-recall values under all the classes.

Figure 5: Precision-recall curve analysis of OBDDBN-CMC algorithm

A brief Receiver Operating Characteristic (ROC) curve analysis was conducted for OBDDBN-
CMC method on test dataset and the results are depicted in Fig. 6. The results represent that the
proposed OBDDBN-CMC approach revealed its ability to categorize distinct classes on test dataset.

Figure 6: ROC curve of OBDDBN-CMC algorithm
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Tab. 3 illustrates the comparative malware classification performance accomplished by the pro-
posed OBDDBN-CMC model and other existing models [25,26] such as Improved Naïve Bayes
(SVM), K-Nearest Neighbor (KNN), Naive Bayes (NB), DBN, TDS-GBAMD, EAMD-NF, and Two-
Layer DL-android Malware Detection using Network Traffic (AMDNT).

Table 3: Comparative analysis results of OBDDBN-CMC approach and other existing methodologies

Methods TPR FPR Accuracy F-score

OBDDBN-CMC 99.04 0.96 99.04 99.04
Improved Naïve Bayes 98.21 1.67 97.81 97.64
SVM 95.02 5.03 95.18 97.96
KNN 75.75 12.68 92.00 90.83
Naive Bayes 80.25 18.98 90.36 88.78
DBN 85.00 14.70 86.69 86.56
TDS-GBAMD 81.27 18.82 84.19 83.37
EAMD-NF 87.59 11.90 87.46 88.48
Two-Layer DL-AMDNT 93.68 7.35 93.98 94.66

Fig. 7 highlights the analytical result accomplished by the proposed OBDDBN-CMC model
and other existing models in terms of TPR, accuy, and Fscore. The results infer that the proposed
OBDDBN-CMC model produced enhanced classification results. In terms of TPR, the proposed
OBDDBN-CMC model offered an increased TPR of 99.04%, whereas INB, SVM, KNN, NB, DBN,
TDS-GBAMD, EAMD-NF, and Two-layer DL-AMDNT models attained the least TPR values such
as 98.21%, 95.02%, 75.75%, 80.25%, 85.00%, 81.27%, 87.59%, and 93.68% respectively. In terms
of accuy, the presented OBDDBN-CMC approach obtained the highest accuy of 99.04%, whereas
INB, SVM, KNN, NB, DBN, TDS-GBAMD, EAMD-NF, and Two-layer DL-AMDNT approaches
achieved the least accuy values such as 97.81%, 95.18%, 92%, 90.36%, 86.69%, 84.19%, 87.46%, and
93.98% correspondingly. At last, based on Fscore, OBDDBN-CMC system obtained an increased Fscore

of 99.04%, whereas INB, SVM, KNN, NB, DBN, TDS-GBAMD, EAMD-NF, and Two-layer DL-
AMDNT methodologies attained the least Fscore values such as 97.64%, 97.96%, 90.83%, 88.78%,
86.56%, 83.37%, 88.48%, and 94.66% correspondingly.

A detailed FPR examination was conducted between the proposed OBDDBN-CMC model and
other existing models in terms of FPR and the results are shown in Fig. 8. The figure implies that
the proposed OBDDBN-CMC model gained low FPR values compared to other models. To be
specific, OBDDBN-CMC model reached a low FPR of 0.96%, whereas INB, SVM, KNN, NB, DBN,
TDS-GBAMD, EAMD-NF, and Two-layer DL-AMDNT models attained high FPR values such as
1.67%, 5.03%, 12.68%, 18.98%, 14.70%, 18.82%, 11.90%, and 7.35% respectively. Thus, the proposed
OBDDBN-CMC model is found to have effectual malware classification efficiency in IoT-enabled
cloud environment.
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Figure 7: Comparative analysis results of OBDDBN-CMC approach and other existing methodologies

Figure 8: FPR analysis results of OBDDBN-CMC approach and other existing methodologies
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4 Conclusion

In current study, a novel OBDDBN-CMC model has been developed to recognize and classify
the malware in IoT-based cloud platform. To attain this, Z-score data normalization is utilized to
scale the data into a uniform format. In addition, BDDBN model is exploited for recognition and
categorization of malware. To effectually fine-tune the hyperparameters involved in BDDBN model,
GOA is used which in turn enhances the classification results. The proposed OBDDBN-CMC model
was experimentally validated and the results confirmed the enhanced performance of OBDDBN-
CMC model over recent approaches. Thus, the presented OBDDBN-CMC model can be exploited as
an effectual model for malware classification. In future, feature selection approaches can be designed
to improve the classification performance.
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