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Abstract: Object detection (OD) in remote sensing images (RSI) acts as a
vital part in numerous civilian and military application areas, like urban plan-
ning, geographic information system (GIS), and search and rescue functions.
Vehicle recognition from RSIs remained a challenging process because of the
difficulty of background data and the redundancy of recognition regions.
The latest advancements in deep learning (DL) approaches permit the design
of effectual OD approaches. This study develops an Artificial Ecosystem
Optimizer with Deep Convolutional Neural Network for Vehicle Detec-
tion (AEODCNN-VD) model on Remote Sensing Images. The proposed
AEODCNN-VD model focuses on the identification of vehicles accurately
and rapidly. To detect vehicles, the presented AEODCNN-VD model employs
single shot detector (SSD) with Inception network as a baseline model. In
addition, Multiway Feature Pyramid Network (MFPN) is used for handling
objects of varying sizes in RSIs. The features from the Inception model are
passed into the MFPN for multiway and multiscale feature fusion. Finally, the
fused features are passed into bounding box and class prediction networks. For
enhancing the detection efficiency of the AEODCNN-VD approach, AEO
based hyperparameter optimizer is used, which is stimulated by the energy
transfer strategies such as production, consumption, and decomposition in
an ecosystem. The performance validation of the presented method on bench-
mark datasets showed promising performance over recent DL models.
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1 Introduction

Object detection (OD) was considered a basic issue in remote sensing image (RSI) analysis. Latest
developments in software and hardware abilities enabled the advancement of robust machine-learning
(ML) related OD methods. To be specific, deep learning (DL) methods gained attention because
of their higher potentiality to extract more abstract and descriptive feature data representations
from original input units [1]. On the contrary utilizing shallow structures and conventional hand-
crafted feature processing, DL techniques present a larger array of very deep architectures on the
basis of stacking layers that derives increasingly complicated and abstract features from the inputs in
hierarchical and successive manner [2,3]. From this perspective, convolutional related neural methods
illustrated a more generalizing power with a powerful and automated feature extracting ability,
permitting them to attain an extraordinary performance and deploying as the recent several missions
with regard to computer vision (CV), particularly in image classifier roles [4]. Dissimilar to the natural
scene image, remotely sensed images contain greater scale variations and higher feature complications
in distinct observation circumstances, which needs larger generalizing of object detectors. DNN-
related detection techniques are currently being launched from the CV domain to remote sensing
domain and gained high grades on multi-class OD [5]. Yet, the great object scale variation in multi-
resolution RSIs till now contributes to a greater barrier for object detectors.

OD in RSIs serves a significant part in many military and civilian applications, like search-and-
rescue operations, urban planning, and geographical information system upgrading [6,7]. RSI vehicle
detection intends for detecting every instance of vehicles in RSIs. In previous techniques, authors
generally extracted and devised vehicles feature physically and categorized them for attaining vehicle
detection. The main ideology was extracting features of the vehicle and employing traditional ML
techniques for categorization [8,9]. But classical target detecting techniques receive higher interest in
the conclusion of RSI vehicle detection missions, and it finds it hard for balancing speed and accuracy
[10]. When comparison is made to that of conventional techniques (template-matching-related tech-
niques, knowledge-related techniques), the DL related techniques derive features automatically from
raw data by shifting a load of manual feature model to the underlying learning mechanism, allowing
a very strong feature depiction for extracting maximal semantic stages of feature maps. But this merit,
DL related detection methods gained more achievements in both remote sensing and CV [11,12].

This study develops an Artificial Ecosystem Optimizer with Deep Convolutional Neural Network
for Vehicle Detection (AEODCNN-VD) model on RSIs. The proposed AEODCNN-VD model
employs single shot detector (SSD) with Inception network as a baseline model. In addition, Multiway
Feature Pyramid Network (MFPN) is used for handling objects of varying sizes in RSIs. The
features from the Inception model are passed into the MFPN for feature fusion which is then
passed into bounding box and class prediction networks. For enhancing the detection efficiency of
the AEODCNN-VD model, AEO based hyperparameter optimizer is used. The experimental result
analysis of the AEODCNN-VD model is carried out using two benchmark datasets.

2 Related Works

Deng et al. [13] present a unified and effectual approach to concurrently identifying multi-
class objects from RSI with huge scales of variabilities. Primarily, the researchers reform the feature
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extraction by implementing Concatenated ReLU and Inception elements that is improves the variation
of receptive field sizes. Afterward, the recognition was executed by 2 subnetworks they are a multiscale
object proposal network (MS-OPN) to object like region generation in many intermediate layers, which
corresponding field equal distinct object scales, and accurate OD network (AODN) to OD dependent
upon fused feature map that integrates many feature map which allows smaller and densely packed
object for producing stronger response.

Zhou et al. [14] established the polar coordinate model for the DL detection for the very first
time, and present an anchor free Polar Remote Sensing Object Detector (P-RSDet) that is attained
competitive recognition precision utilizing easier object representation method and lesser regressing
parameter. In P-RSDet approach, arbitrary-based OD is gained by forecasting the mid-point and
regressing 1 polar radius and 2 polar angles. In [15], the authors present YOLOrs: a novel CNN,
specially planned for real-time OD from multi-modal RSI. YOLOrs are OD at several scales, with
lesser receptive domains to account for smaller targets, and forecast target orientation. Besides, the
YOLOrs establish a new mid-level fusion structure which renders it applicable for multi-modal aerial
imagery.

The authors in [16] enhance the YOLOv4 network and current a novel method. Primary, the
authors present a classifier setting of non-maximum suppression threshold for increasing the accuracy
with no effect on the speeds. Secondary, the author analysis the anchor frame allocation issue
from YOLOv4 and presents 2 allocation methods. In [17], Domain Adaptation Faster R-CNN
(DA Faster R-CNN) technique was presented to detect aircraft from RSI. Two domain adaptation
frameworks were devised and chosen as the standards of similarity measurements among domains.
Adversarial training has been implied for alleviating the shift of domain. Ye et al. [18] advance a
convolution network method that has an adaptive attention fusion mechanism (AAFM). The method
was suggested on the basis of the backbone networks of EfficientDet. At first, as per the object
distribution characteristics in datasets, the stitcher can be implemented for making single image that
has various scales objects. This process could potentially balance the proportion of multiscale objects
and manages the properties of scale variables.

3 The Proposed Model

In this study, a new AEODCNN-VD approach was established for the identification of vehicles
accurately and rapidly on RSIs. The proposed AEODCNN-VD model primarily utilized an SSD based
object detector with Inception network as a baseline model. Besides, the features from the Inception
model are passed into the MFPN to multiway and multiscale feature fusion, which are then passed
into bounding box and class prediction network. At the final stage, the AEO based hyperparameter
optimizer is used for Inception network.

3.1 Overview of SSD

The SSD utilizes the decreased VGG-16 as based network and added more convolutional layers to
end of it. After choosing any layers of distinct sizes in more added convolutional as well as based layers
for predicting score and offset to any default boxes (DB) on all the scales. These forecasts were created
by single convolutional layer, and the amount of convolutional kernels to these layers are compared
with the amount of DBs and the amount of forecast classifications [19]. While the RRC and RON
declared, that the semantic data of shallow layers of SSD was restricted, resultant in the efficiency of
shallow layers in identifying smaller objects is future weaker than the efficiency of huge ones from the
deep layers. Enhance in resolution permits the system for extracting comprehensive features. Another
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issue is that higher resolution images require CNNs with further layers, for instance, depth scaling. The
reason behind deeper network was superior receptive field is extracting similar features which contain
further pixels from higher resolution images. The width of network (count of channels) is improved
for acquiring the fine-grained feature from the image. Thus, the standard VGG net was exchanged by
Inception network. Fig. | depicts the structure of SSD.
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Figure 1: Structure of SSD

3.1.1 Multi-Scale Feature Maps for Detection

Here, convolution feature layers are added subsequent to truncated base network and those layers
progressively reduce in size and enable prediction of detection at different scales. The convolution
models to predict detection is diverse for all the feature layers and YOLO function on an individual
scale feature map.

3.1.2 Convolution Predictor for Detection

Every added feature layer produces a determined set of prediction detection through a group of
convolution filters. They are specified on top of SSD network structure. For a feature layer of m x n size
with p channels, the building blocks to predict parameter of possible detection is a 3 x 3 x p smaller
kernel that generates a score, or a shape offset in relation to DB coordinate. At every m x n position,
whereas the kernel was employed, it generates a resultant value. The bounding box offset resultant
value is evaluated in relation to DB location in relation to every feature map place that exploits an FC
layer rather than a convolution filter.

3.1.3 Default Boxes and Aspect Ratios

In this method, relate a group of default bounding boxes with every feature map cell, for several
feature maps at the top of network. The DBs tile the feature maps in a convolution process, such that
the location of all the boxes in relation to their respective cell was set. In every feature map, it can be
forecast the offset in relation to the DB shape in the cell, along with the per-class score indicating the
existence of class sample in every box.
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3.2 Base Network: Inception Model

CNN has made remarkable successes in image processing and OD. The weight sharing greatly
decreases the learned free parameter count thus minimizing the storage requirement for network
functioning and enabling the training of wide-ranging, more powerful network. A CNN encompasses
pooling, fully connected normalization, and convolution layers. At all the layers, the X € R
input image is convoluted by a collection of K kernels {W, e R™, k=1,2, ---, K} and bias
{b, eR, k=1,2, ---, K} is added, which produces a novel X, feature map using an element-wise
nonlinear conversion o. Likewise, the procedure is reiterated for / convolutional layers,

X =o(W @ X" +b) (1

From the expression, ‘®’ is represented as discrete convolutional operator, and the specific type
of operation has different versions like ‘valid’ convolution, ‘extra’ convolution, ‘same’ convolution,
fractionally stridden convolution, stridden convolution, etc. Usually, convolutional layer is replaced by
pooling layer where the pixel values of neighborhood are aggregated through per-mutation invariance
function, generally max or average operation that provides alternate means of translational invariant.

S = Pooling (X,") )

Eventually, convolution and max-pooling layers, the highest-level reasoning in the NN has been
done through FC layer, from which the weight is shared again. The considerable decline in the weighted
parameter amount and the translation invariant of learned features contributed to the capability of
CNN to be trained end-to-end.

Inception is a model in GoogleNet and it was approved to be better in complex image classification
tasks [20]. It has multiscale convolutional kernel for extracting the feature from the input image by
incrementing the number of convolution kernels and introducing multiscale convolution kernel. The
inception model had been enhanced with respect to accuracy and speed. There exist different editions
of Inception: Inception ResNet, Inception V1, V2, V3, and V4, which is an iterative evolution of
the preceding version. Generally, a lesser variant of Inception model works better in classification
tasks. As demonstrated, 1 x 1, 3 x 3, and 5 x 5 convolution kernels are utilized for convoluting the
output of upper layer simultaneously to form a multiple branch structure. Feature maps attained from
the dissimilar branches are later concatenated for obtaining classification feature of an input image.
Processing the operation simultaneously and integrating each result will lead to better image depiction.
For making the feature maps have a similar size, all the branches adopt the similar padding mode using
the stride of 1. The 1 x 1 convolutional process is utilized beforehand 3 x 3 and 5 x 5 and afterward
Max-pooling to decrease the calculation count. Fig. 2 depicts the process of Inception model.

3.3 Multiway Feature Pyramid Network

In SSD, when the feature extracting stage, it can attain a feature layer of sizes x x y with n channels
(8 x 8 or 12 x 12 or superior) [21]. After that 3 x 3 convolutional was executed on x x y x n feature
layer for obtaining fused features in several scales. It can be changed this further feature layer with
MFPN which groups feature at distinct resolutions. MFPN permits the detection features for flow
from several paths for obtaining superior fused features. The feature detection at several resolutions
does not continuously pay a similar weightage for outcome of method. Further weights were allocated
for all the input layers that the network acquires the importance of all the filter fusion procedures.
Rather than standard convolutional, it can be executed depth-wise detachable convolutional. Steps to
fuse lower-level features with higher-level features were provided under:
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Figure 2: Process of Inception model

(1) The nodes with one input edge don’t require some feature fusion. Thus, the nodes were distant.
(i) When the input as well as output nodes are at a similar level, then a further edge was additional
among them.
(iii)) The 2-way path was constructed that is repeated several times for obtaining superior feature
fusion.
(iv) Execute weight fusion provided as:

w,
0= — 1, 3
Zme +znwﬂ ( )

whereas I,, implies the input features at level m and w,, signifies the learnable weighted input features
at level m. Value of € has smaller arbitrary value nearby and superior to 0.

(v) Combine MFPN multiscale connection with weight fusion as provided under:

wy - F* +w, - Resize (F'!
F,,, = Convol | ——"—— ) 4)
w, + w4+ €
wo-F' 4w, - F' +w, - Resize (F"'
E;)zm — CO]’lVOl ( 1 in 2 inter 3 ( ou )) (5)

Wi+ W, +wi+ €

In where F _denotes the feature at middle level #» on top-down paths of MFPN and F” implies

inter out

the resultant feature at level » on bottom-up paths of MFPN.

3.4 Hyperparameter Optimization

In order to effectually choose the hyperparameter values of the Inception model [22-24], the APO
algorithm is utilized. AEO is based on the three energy transfer techniques including decomposition,
consumption, and production in the ecosystem [25]. In the production method, the operator enables
AEO to randomly generate a new individual that replaces the prior one among an individual
(r(U — L)+ L) and the best individual (x,) randomly produced in the searching area and it is
formulated by the subsequent Eq. (6):
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x(t+1= (1 — (1 — %) rl) x, () +r (1 - %) Fr(U-L)+1L) (6)

Let, the (n) and T be the size of population and the highest iteration count, correspondingly,
the variables (U) and (L) correspondingly represent the lower and upper limits. Further, (r) and (r,)
illustrates a random vector and number lies within zero and one. In addition, ((U — L) + L) and
((1—=¢/T) r)) demonstrates a position of an individual and linear weight coefficient, that is randomly
produced in the searching region correspondingly. During the consumption model, Levy flight is
included in nature-inspired algorithm that effectively explores the searching area. Parameter-free
random walk named consumption factor using the features of Levy flight.

C= 10 A NO D~ N (7)
2 vy
In Eq. (7), standard distribution with mean (0) and standard deviation (1) can be represented
as N (0, 1). Thus, the consumption factors might help various kinds of consumers for adopting three
consumption approaches. The initial process is Herbivore, where the consumer consumes the producer.
Such behaviors are modeled by the following expression:

X(t+ 1) =x0+C-(x() —x,(0),i €[2,...n] 3

The next process is Carnivore, where the consumer eats a consumer in a random manner using
the highest level of energy. Such behaviors are modelled by Eq. (9):

xi(t+ 1) =x,() + C- (x(t) —x1(0)), i €[3,...7]
j=r{2i—1)
The secondary process is Omnivore, where the consumer eats producer and consumer at a random
manner with the highest level of energy and it is given in the following:

xi(t+ 1) =x0) + C- (ry- x;(0) — x,())
+ (1 =r) (5@ —x(0), i=3,...nf =r(2i—1])
During decomposition process, the i-th individual x; location in a population is upgraded, with
the decomposer x, location through the weight coefficient (r; - r([12]) — 1 and 2 - r; — 1) and the
decomposition factor = 3u, u ~ N(O, 1). Therefore, the process demonstrates exploitation to certain
degree since it allows the following location of every individual to spread around the optimal individual
and it is formulated by:

le»<t+ 1) = x,(0) 4+ 3u- (- ((12) = 1) - x,(0)

©)

(10)

. (11)
—2-rs—=1)-x),i=1,...n,ur N(O,1)

AEQ is initiated by producing g a population in a random manner. The initial search individual,
at all the iterations, updates their location based on Eq. (6), but, there is an equal probability, for other
individuals, to select between Herbivore, Carnivore, and Omnivore as in Eqs. (8)—(10) for updating the
position. It is accepted if a better function value is attained using an individual. Next, the location of
all the individuals is upgraded based on Eq. (11). In the updating procedure, an individual is arbitrarily
generated in the searching space, if it is farther from the lower or upper bounds. Until the AEO process
with an end condition is fulfilled, every single update are interactively carried out. At last, the solution
of best individual is attained.
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Algorithm 1: Pseudocode of AEO

Arbitrarily initializing an ecosystem X; (solutions) and compute the fitness Fit;, and X,.,, = an
optimum solution initiates so far.

While the end condition is not fulfilled do

For individual X, upgrade their solution.

For individual X; i =2,...,n),

If rand < 1/3 then upgrade their solution,

Else If { < rand < 2/3 then upgrade their solution
Else upgrade their solution,

End If.

End If.

Compute the fitness of all the individuals.

Upgrade the optimal solutions establish so far X,,,.
Upgrade the place of all the individuals.

Compute the fitness of all the individuals.

Upgrade an optimum solution initiate so far X,
End While.

Return Xbest.

4 Result and Discussion

In this section, the vehicle detection performance of the AEODCNN-VD model is tested using
two datasets namely VEDAI dataset and VEDAIS12 dataset [26]. The VEDALI is a dataset for
vehicle recognition from the aerial images offered as a tool to benchmark automatic target detection
techniques from unconstrained environments and gathered in Utah, USA.

Tab. 1 and Fig. 3 illustrate the vehicle detection results of the AEODCNN-VD model on VEDAI
dataset. The experimental results reported that the AEODCNN-VD model has recognized the vehicles
properly under every run.

Table 1: Result analysis of AEODCNN-VD approach with distinct runs under VEDAI dataset

VEDALI dataset
No. of runs Precision Recall Fl-score
Run-1 95.59 97.68 94.15
Run-2 95.21 97.28 94.50
Run-3 96.49 95.90 95.62
Run-4 98.00 95.45 97.07
Run-5 96.16 95.45 97.37
Run-6 95.29 97.07 97.24
Run-7 96.63 96.34 95.33
Run-8 96.94 95.72 95.69
Run-9 95.46 97.87 94.22
Run-10 95.89 96.05 94.71

Average 96.17 96.48 95.59




CMC, 2023, vol.74, no.2 3125

VEDAI Dataset VEDAI Dataset
s Run-1 s Run-1
gy, = gily, =
‘ 95.59 95,89 ‘ === Run-3 ' 97.68 96.05 ‘ == Run-3
9 5.21 95.4 == Run-4 = 7.28 97.8 g Run-4
> '( ' Run-5 8 IX ' Run-5
-% .49 96.9 Run-6 = .90 95.7. Run-6
'S | ' Run-7 ] | ' Run-7
£ 98.00 9.63/ '  mwmm Run-8 [ 95.45 96.3¢/ ~  mmm Run-8
96.1695.29 == Run-9 95.4597.07 === Run-9
‘ \ 4 w= Run-10 ‘ w= Run-10

(a) (b)

VEDAI Dataset

== Run-1

“ m= Run-2

94.15 94.71 == Run-3

9 ‘50 94.2 @ Run-4
4 ' Run-5
E 5.62 95.6 Run-6
ﬁ = Run-7
o 97.07 9533/ "  mmm Run-8
97.379724 4 = =mm Run-9

w== Run-10

(c)

Figure 3: Result analysis of AEODCNN-VD approach under VEDALI dataset (a) Prec,, (b) Reca;, and
(C) F lscore

For instance, with run-1, the AEODCNN-VD model has offered prec, of 95.59%, reca, of 97.68%,
and F1,,, of 94.15%. Meanwhile, with run-4, the AEODCNN-VD approach has obtainable prec, of
98%, reca, of 95.45%, and F1,,, of 97.07%. Eventually, with run-8, the AEODCNN-VD system has
accessible prec, of 96.94%, reca, of 95.72%, and F1,,,, 0of 95.69%. At last, with run-10, the AEODCNN-
VD algorithm has obtainable prec, of 95.89%, reca, of 96.05%, and F1,,. of 94.71%.

The training accuracy (TA) and validation accuracy (VA) achieved by the AEODCNN-VD
approach under VEDALI dataset is demonstrated in Fig. 4. The experimental outcome represented
that the AEODCNN-VD algorithm has gained increased values of TA and VA. In specific, the VA
has appeared that superior to TA.

The training loss (TL) and validation loss (VL) reached by the AEODCNN-VD approach under
VEDALI dataset are established in Fig. 5. The experimental outcome revealed that the AEODCNN-
VD methodology has been able least values of TL and VL. In specific, the VL seemed to be lower
than TL.

A detailed ROC investigation of the AEODCNN-VD approach under VEDALI dataset is repre-
sented in Fig. 6. The figure portrayed that the AEODCNN-VD approach has resulted in proficient
results with maximal ROC value.
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Figure 5: TL and VL analysis of AEODCNN-VD approach under VEDALI dataset
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Figure 6: ROC analysis of AEODCNN-VD approach under VEDALI dataset

To assure the enhanced detection efficiency of the AEODCNN-VD model, a comparison study
is made with existing models on VEDALI dataset as illustrated in Tab. 2 [27]. Fig. 7 illustrates a
comparative prec, investigation of the AEODCNN-VD model with recent algorithms on VEDAI
dataset. The figure implied that the SSD512 approach has shown least performance with prec, of
76.96%. Besides, the FRCNN and CRCNN systems have demonstrated somewhat enhanced prec, of
81.86% and 83.59% respectively. In line with, the FRCNN-FPN, CRCNN-FPN, RetinaNet, FCOS,
FoveaBox, and MA-FPN models have reached reasonable prec, of 89.23%, 88.51%, 87.26%, 86.90%,
86.46%, and 89.72% respectively. But the AEODCNN-VD model has outperformed other models with
maximum prec, of 96.17%.

Table 2: Comparative analysis of AEODCNN-VD approach with existing algorithms under VEDAI
dataset

Methods Precision Recall F1-score
AEODCNN-VD 96.17 96.48 95.59
FRCNN 81.86 87.69 84.54
FRCNN-FPN 89.23 91.87 90.21
CRCNN 83.59 86.78 85.19
CRCNN-FPN 88.51 89.93 89.25
SSD512 76.96 91.08 83.88
RetinaNet 87.26 94.13 91.70
FCOS 86.90 93.50 89.53
FoveaBox 86.46 90.37 88.14

MA-FPN 89.72 94.17 93.07
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Figure 7: Prec, analysis of AEODCNN-VD approach under VEDAI dataset

Fig. 8 depicts a comparative reca, investigation of the AEODCNN-VD method with recent
methodologies on VEDAI dataset. The figure exposed that the SSD512 approach has shown least
performance with reca;, of 91.08%. Besides, the FRCNN and CRCNN techniques have exhibited
somewhat enhanced reca, of 87.69% and 86.78% correspondingly. In addition, the FRCNN-FPN;,
CRCNN-FPN, RetinaNet, FCOS, FoveaBox, and MA-FPN models have reached reasonable reca, of
91.87%, 89.93%, 94.13%, 93.50%, 90.37%, and 94.17% correspondingly. At last, the AEODCNN-VD
algorithm has depicted other models with maximal reca; of 96.48%.

Fig. 9 demonstrates a comparative F1,,, examination of the AEODCNN-VD approach with
recent approaches on VEDALI dataset. The figure revealed that the SSD512 model has outperformed
least performance with F1,,, of 83.88%. Followed by, the FRCNN and CRCNN approaches have
demonstrated somewhat maximal F1,,,. of 84.54% and 85.19% correspondingly. Along with that,
the FRCNN-FPN, CRCNN-FPN, RetinaNet, FCOS, FoveaBox, and MA-FPN methodologies have
reached reasonable F1,.,. of 90.21%, 89.25%, 91.70%, 89.53%, 88.14%, and 93.07% correspondingly.
Eventually, the AEODCNN-VD algorithm has portrayed other models with higher F1,,,. of 95.59%.
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5 Conclusion

In this study, a novel AEODCNN-VD algorithm was introduced for the identification of vehicles
accurately and rapidly on RSIs. The proposed AEODCNN-VD model primarily utilized an SSD based
object detector with Inception network as a baseline model. Besides, the features from the Inception
model are passed into the MFPN for multiway and multiscale feature fusion, which are then passed
into bounding box and class prediction networks. At the final stage, the AEO based hyperparameter
optimizer is used for Inception network. The experimental result analysis of the AEODCNN-VD
model is carried out using two benchmark datasets. The extensive comparative study of the proposed
AEODCNN-VD model showed a promising performance over recent DL models. In future, advanced
DL models can be applied to boost detection efficiency.
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