
This work is licensed under a Creative Commons Attribution 4.0 International License,
which permits unrestricted use, distribution, and reproduction in any medium, provided
the original work is properly cited.

echT PressScienceComputers, Materials & Continua
DOI: 10.32604/cmc.2023.033111

Article

Proposed Framework for Detection of Breast Tumors

Mostafa Elbaz1,2,*, Haitham Elwahsh1 and Ibrahim Mahmoud El-Henawy2

1Department of Computer Science, Faculty of Computers and Informatics, Kafrelsheikh University, Kafrelsheikh, Egypt
2Department of Computer Science, Faculty of Computers and Informatics, Zagazig University, Zagazig, Egypt

*Corresponding Author: Mostafa Elbaz. Email: mkelbaz1@gmail.com
Received: 08 June 2022; Accepted: 01 August 2022

Abstract: Computer vision is one of the significant trends in computer science.
It plays as a vital role in many applications, especially in the medical field.
Early detection and segmentation of different tumors is a big challenge in
the medical world. The proposed framework uses ultrasound images from
Kaggle, applying five diverse models to denoise the images, using the best
possible noise-free image as input to the U-Net model for segmentation of
the tumor, and then using the Convolution Neural Network (CNN) model
to classify whether the tumor is benign, malignant, or normal. The main
challenge faced by the framework in the segmentation is the speckle noise. It’s
is a multiplicative and negative issue in breast ultrasound imaging, because
of this noise, the image resolution and contrast become reduced, which
affects the diagnostic value of this imaging modality. As result, speckle noise
reduction is very vital for the segmentation process. The framework uses five
models such as Generative Adversarial Denoising Network (DGAN-Net),
Denoising U-Shaped Net (D-U-NET), Batch Renormalization U-Net (Br-U-
NET), Generative Adversarial Network (GAN), and Nonlocal Neutrosophic
of Wiener Filtering (NLNWF) for reducing the speckle noise from the breast
ultrasound images then choose the best image according to peak signal to
noise ratio (PSNR) for each level of speckle-noise. The five used methods have
been compared with classical filters such as Bilateral, Frost, Kuan, and Lee
and they proved their efficiency according to PSNR in different levels of noise.
The five diverse models are achieved PSNR results for speckle noise at level
(0.1, 0.25, 0.5, 0.75), (33.354, 29.415, 27.218, 24.115), (31.424, 28.353, 27.246,
24.244), (32.243, 28.42, 27.744, 24.893), (31.234, 28.212, 26.983, 23.234) and
(33.013, 29.491, 28.556, 25.011) for DGAN, Br-U-NET, D-U-NET, GAN and
NLNWF respectively. According to the value of PSNR and level of speckle
noise, the best image passed for segmentation using U-Net and classification
using CNN to detect tumor type. The experiments proved the quality of U-Net
and CNN in segmentation and classification respectively, since they achieved
95.11 and 95.13 in segmentation and 95.55 and 95.67 in classification as dice
score and accuracy respectively.
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1 Introduction

Recently, due to the rapid development of using computer vision technologies in medical imaging,
a wide range of clinicians depend on computer vision and technology to make examination, analysis,
and provide treatment based on medical images such as Magnetic Resonance Imaging (MRI),
computed tomography (CT), and ultrasounds [1,2]. Medical images can be used for the treatment
of different organ tumors such as tumors in the brain, breast, liver, cardiac, etc. Early detection of
tumors in these organs is a very vital task for clinicians in the process of examination and treatment.

Deep learning (DL) is a significant trend in the medical field for examination in different organs
and medical field such as radiology, pathology, cardiology, pharmacology, etc. [3,4]. DL has been
presented good model in detecting breast cancer with high degree of accuracy [4]. DL has been
presented many models to address the problem of detecting starting from the process of image
enhancement, segmentation and classification the tumors such CNN, Fully Convolutional Network
(FCN), GAN, neural network, etc.

The framework of detection of breast cancer is composed of a set of stages such as image
enhancement, segmentation, feature, and classification. The result and accuracy in each stage affect
the next stage, for example, the accuracy of the process of enhancement can change the results of
segmentation positively or negatively. Image segmentation means dividing the medical image into a
set of disjoint parts to simplify the process of examination and detection. The segmentation process
helps clinicians detect objects such as the different types of tumors [5]. Segmentation of breast tumors
is one of the most famous tasks during the recent increase in the number of cases [6]. Ultrasound images
are a perfect solution for the segmentation of breast tumors because it is cost-effective, compact, and
portable [7], but like anything in life, Ultrasound has a set of shortages such as speckle noise due to the
method [8]. This type of noise must be removed before the segmentation step. There are many types
of algorithms are being developed to address the problem of speckle [9,10]

This paper presents a new framework for the detection of breast tumors from ultrasound images
that have speckle noise. The proposed framework contains a set of stages such as image enhancement,
image segmentation, and classification. The Framework starts with image enhancement to remove the
unnecessary parts in the ultrasound image. Removing the noise step helps to reduce loss of highly
important information in ultrasound images, especially in small images [11–14]. There are many
algorithms was developed to handle this problem such as Frost [14], Bilateral [15], Kuan [16], Lee [17],
Mean, and Median Filters, wide inference parch residual patch (WIN5-RB) [18], Denoising Prior
Driven Deep Neural Network (DPDNN) [19], Convolution Autoencoder Denoising Network (Di-
Conv-AE-Net), Br-U-NET [7] and etc. The framework uses five different modified models such as
DGAN-Net, D-U-NET, Br-U-NET to remove the speckle noise in the stage of image enhancement
and then compare between the results to pass the most efficient image to segmentation stage.

The second stage in the framework is the segmentation stage and classification stage. The
segmentation and classification stage depends on the previous enhancement stage. Recently, DL
becomes a trend in dealing with medical segmentation for different tumors [20–23]. In DL, there are
many architectures have been developed to deal with breast tumors and other tumors such as CNNs
FCN, autoencoder, U-Net, etc. Ultrasound segmentation using DL models has a set of disadvantages
such as, in FCN architecture, there are some drawbacks such as the low accuracy in small and
irregular objects. U-Net was introduced to overcome the disadvantages of FCN architecture. The u-
Net architecture was developed to combine the high-level features from the decoder with the low-level
features from the encoder. U-Net can achieve high accuracy in small datasets [24,25]. For the previous
reasons, the framework uses U-Net architecture to handle the segmentation process in ultrasound after
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removing the speckle noise and CNN for classifying the results into malignant, begin, and normal
classes.

The contributions can be summarized as follows:

1. The framework uses new different five methods for image enhancement such as DGAN-Net,
D-U-NET, Br-U-NET, GAN, and a new neutrosophic filter to reduce the speckle noise from
the ultrasound images and the experiments have proved the efficiency of choosing these models
against classical methods.

2. Reducing the noise and choosing the best free-noise images depending on PSNR values in
different levels of noise helps many classifications and segmentation models to maximize their
accuracies.

3. The framework achieves good accuracy in segmentation and classification of different level of
noise

The remaining part of paper organized as follows: Section 2 describes the methodology of
framework parts such as image enhancement using different methods, image segmentation and
classification, Section 3 discussion and results shows the results of each stage in the methodology.
Section 4 conclusion and future work.

2 Methodology

The methodology steps organized as follow:

Step 1: image acquisition: The framework has been used 600 ultrasound images for women in age
from 18 to 75.

Step 2: Image preprocessing step: in this step we use different filter, and DL models such as
DGAN-Net, D-U-NET, Br-U-NET and neutrosophic for image enhancement such as removing
speckle noise the choose the best outputted image for be used in the stage of segmentation.

Step 3: Feature Extraction and Image segmentation step: The final step in methodology is using
modified U-Net model to segment the image after removing the noise using the neutrosophic filter.

Step 4: The final step is used the CNN to classify the output to malignant or begin class. Fig. 1
shows the flowchart of the framework steps.

Ultrasound image

Redcing speckle noise

choose the best free-noise  image 
according PSNR

Segmentation step using U-Net

Feature selection

Classification using CNN 

Segmented image & type of tumor 

Figure 1: Methodology diagram
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The pseudocode of the methodology as the follow:

Pseudocode 1: Pseudocode of methodology
Input: Breast tumor dataset, Actual ultrasound image for women Output: Result of type of tumor
1- Importing, exploration, and preparation of the dataset
2- divide images into train and test
3- identify the level of noise
4- Remove noise using DGAN-Net, D-U-Net, Br-U-Net, GAN, and nonlocal neutrosophic filter
5- According PSNR for each model choose the best outcome
6- Segment the denoised image using U-Net architecture
7- Use CNN to classify the segmented image into normal, benign, and malignant

2.1 Breast Ultrasound Dataset

The paper used a dataset from Kaggle called breast ultrasound image dataset, which is being used
for segmentation and detection. The image in the used dataset is collected for women of different and
various ages in the range between 18 and 75. The dataset contains three types of ultrasound images
benign tumor, malignant tumor, and normal. The dataset contains around 750 images in portable
network graphics (PNG) format with size 500 ∗ 500 [25]. The images are divided into two parts images
for tumors and the masks Fig. 2 shows some results from the exploration of the five images from the
dataset.

Figure 2: Data exploration of dataset

2.2 Image Enhancement

This step shows the algorithms used in the process of image enhancement especially in removing
speckle noise steps such as NLNWF, U-Net enhanced model, Br-U-Net, and DGAN-Net. The five
models are being used to enhance the ultrasound image. This framework uses these models to deal with
the noise at a different level. The framework compares the results of these models and the classical filter
and chooses the best outcome according to the results of the evaluation.
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2.2.1 Adding Speckle Noise

In this step we add speckle noise to the previous dataset to be used in testing the efficiency of the
different method. The image without noise expressed by G(x,y), f(x,y) express the image with noise and
the multiplicative and additive noises are ηm(x,y) and ηa(x,y), respectively as mentioned in Eq. (1)
[26].

f(x, y) = G(x, y)ηm(x, y) + ηa(x, y) (1)

2.2.2 Nonlocal Neutrosophic of Wiener Filtering

For neutrosophic-based ultrasound breast image removing speckle noise, the noisy ultrasound
breast image is converted to neutrosophic set which is defined by degree of true, degree of indetermi-
nacy, and degree of false, Like T, I, and F, respectively. The intermediacy degree is used to represent
the degree of speckle noise in ultrasound images. In this paper, the operator is used on true set and
false set to minimize the indeterminacy set and removing speckle noise from the image, as shown in
Fig. 3.

ultrasound image

Transform image to neutrosophic set

Apply neutrosophic filter

Convert neutrosophic set to gray image 

Results 

Figure 3: Block diagram of removing speckle noise using neutrosophic filter

The noisy image in ultrasound converted into neutrosophic sets where the image is defined by T, I,
and F since T is the true set, I is the intermediate set and F is the false set, so the neutrosophic domain
for image G(X,Y) = {T(x,y),I(X,Y),F(X,Y)} [27,28] which represented for image G as:

T (x, y) = G′ (j, k) − G′
min

G′
max − G′

min

(2)

G′ (x, y) = 1
w ∗ w

∑x+w/2

X=x−w/2

∑y+w/2

Y=y=w/2
G (X, Y)) (3)

I (x, y) = σ (x, y) − σ min
σ max −σ min

(4)

σ (x, y) = abs(G (x, y) − G′ (x, y) (5)

F (x, y) = 1 − T (x, y) (6)



2932 CMC, 2023, vol.74, no.2

Since G’(x,y) is a local mean and σ (x, y) absolute value between G(x,y) and G’(x,y)

The entropy of the image calculated for true set, intermediacy set, false set and total entropy by the
next equations respectively. The function p used to express the probabilities for element since entropy
(ENT) is the total entropy of true set, ENI is the total entropy of intermediate set, ENF is the total
entropy and En is the summation of the different types of entropies.

EnT = −
∑max{T}

m=min{T}
pT (m) ln pT (m) (7)

EnI = −
∑max{I}

m=min{I}
pI (m) ln pI (m) (8)

EnF = −
∑max{F}

m=min{F}
pF (m) ln pF (m) (9)

En = EnT + EnI + EnF (10)

The next pseudocode shows the process of removing speckle noise from the breast ultrasound
using the next pseudocode

Pseudocode 2: Neutrosopic Filter for denoisong
Input: Noisy Ultrasound image Output: grayscale image
1- Transform noisy image to True, intermediacy and false set using neutrosophic
2- Calculate entropy for intermediacy set
3- Apply neutrosophic filter on True set to obtain T’
4- Check stopping criteria by comparing entropy with α using ENI(m+1)−ENI(m)

ENI(m)
< σ

5- If stopping criteria met go to step 5 else set T = T’ and go to step 3
6- convert t’ from neutrosophic set to grayscale image

2.2.3 Generative Adversarial Network

Recent GAN applications can produce impressive results. The denoised network of GAN is
composed of two parts, a generator, and a discriminator. The generator network used to generate
new samples simulate the real samples, and the second network which is called the discriminator is
used to differentiate between the noisy images and the free-noise ultrasound images [29]. The two
networks combine to operate as adversaries. The generator part is used to increase errors and the
discriminator to reduce them. It starts by reshaping the ultrasound image and using a set of upsamples
layers then using flatten and the activation function. The discriminator uses convolutional layers to
build a discriminative network. It is composed of an input convolutional layer and nine convolutional
layers followed by batch normalization (BN) and Rectified Linear (ReLU). The output channels of
consecutive convolutional layers are 64, 128, 256, 512, and 1. Therefore, when the input image is passed
through each convolution block, the spatial dimension is decreased by a factor of two as shown in
Fig. 4.
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Figure 4: GAN model for removing speckle noise [30]

2.2.4 U-NET Enhanced Model

The structureof the U-Net model contains two separate parts the first one called contraction and
the other part called expansion part as shown in the next figure. The two parts work separately but
with connectivity between each other as shown in Fig. 5. The first part of U-Net is used for minimizing
the speckle noise in the breast ultrasound using the convolution and carpooling layer to the minimized
image. The other part of u-net used the minimized image from the previous part to the original image.
In this modified U-Net or enhanced U-Net the, the model uses a convolution layer regarding using
the upsampling layer [31].

2.2.5 Batch Renormalization U-Net

Br-U-Net model is the same structure as the U-Net model but with a renormalization, layer
according to the use of batch normalization as shown in Fig. 6. In this model, the batch renormal-
ization, the model uses fixed values for gamma and beta [32].
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Figure 5: U-Net enhanced model [7]

2.2.6 Generative Adversarial Denoising Network

DGAN-Net is a modified version of the classic GAN model. The structure of GAN contains two
parts, The first part is called generator which is used to generate fake data, and the other part is called
discriminator which is used to differentiate between the original and fake data [33] as shown in Fig. 7.

2.3 Segmentation Step Using U-Net Model

In this step, the paper uses the U-Net for of segmentation of ultrasound images from the previous
output of the neutrosophic denoising filter-Net takes the output from the neutrosophic filter (denoised
ultrasound image) as input and produces a segmented image for the tumor. The architecture of the
U-Net model consists of two parts encoder and decoder as shown in Fig. 8. The U-Net model can deal
with medical images of any size and overlapping-tilling strategies are suitable for small pieces cutting
using U-Net due to its network structure [34]. The first part which is called the encoder contains a
stack of convolutional layers and maximum pooling layers and the second part is called the decoder
and is used for localization. In the up-sampling portion, The model guarantees the architecture can
spread background data through higher resolution layers across a wide range of feature channels [6].
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The architecture of the U-Net model reduces ultrasound breast image 572 × 572 to 570 × 570 and
finally to 568 × 568 to create unpadded convolution. The encoder block in the model multiplies the
values by constant to minimize the size of ultrasound to help the max-pooling layers of strides 2. The
skip connection part is used to preserve the loss from the previous layer.

Figure 6: Batch renormalization U-Net model [7]

2.4 Classification Using CNN

The final step in the methodology is using the segmented image from the previous step to divide
the results into malignant and begin tumor. In this step the methodology uses the CNN to divide the
tumors into three classes begin, normal and malignant.
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Figure 7: Generative adversarial denoising network [7]

Figure 8: U-net architecture [20]
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2.5 Deep Learning Hyperparameters

Tab. 1 shows the hyperparameters which have been used in the framework.

Table 1: Deep learning hyperparameters

Model Optimizer Activation function Number of epochs Learning rate Batch size

DGAN-Net Adam Tanh 50 0.0001 128
D-U-Net Admax Sigmoid 50 0.0001 128
Br-U-NET Admax Sigmoid 50 0.0001 128
GAN RMS Sigmoid 50 0.0001 128
U-Net Admax Relu 50 0.0001 128
CNN Adam Softmax 50 0.0001 128
Residual U-Net Admax Relu 50 0.0001 128
Attention U-Net Admax Relu 50 0.0001 128

2.6 Evaluation Metrics

In this framework, 5 metrics are used to measure the performance of segmentation and clas-
sification models after reducing the noise using the five methods from the ultrasound images Dice
Coefficient (DC), accuracy (ACC), Precision (PRE), Recall (REC), specificity (SPE), F1-score (F1).

DC = 2|A∩B|
|A| + |B| (11)

ACC = TP + TN
TP + TN + FP + FN

(12)

PRE = TP
TP + FP

(13)

REC = TP
TP + FN

(14)

F1 = 2∗PRE∗REC
PRE + REC

(15)

3 Results and Discussion

This section shows the final results for each stage in the framework such as image enhancement
using different modified method and choosing the most efficient for next stage, segmentation using
U-Net model and the final classification process using CNN.

3.1 Results and Comparison of Removing Noise Step

In this subsection, the paper shows the results of comparison between different methods such
as Frost [14], Bilateral [15], Kuan [16], Lee [17], Mean, and Median Filters, DGAN-Net, D-U-
NET, GAN, Br-U-NET [7] and NLNWF. The comparison done using evaluation metrics PSNR and
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structural similarity index (SSIM). Tab. 2 shows the comparison done for five different level of noise
.1, .25, .5 and .75 and other classical filters.

Table 2: Comparison between the five methods and classical filter

Method name PSNR (dB) SSIM Time
elapsed

0.1 0.25 0.5 0.75 0.1 0.25 0.5 0.75

Original image 14.331 14.227 12.348 11.783 81.13% 63.22% 60.12% 53.24%
Bilateral method 17.623 14.246 13.246 12.453 70.71% 61.22% 58.96% 53.21% 0.9
Frost 17.664 14.332 13.543 11.452 70.91% 62.23% 59.14% 55.14% .99
Kuan 17.353 14.573 13.802 12.781 82.24% 71.96% 67.75% 60.92% 1.49
Lee 18.674 17.353 14.291 13.018 86.14% 77.33% 73.112% 63.21% 0.77
Auto encoder 24.213 21.321 18.559 17.268 85.22% 75.13% 68.11% 61.22% 27
Br-U-Net 33.354 29.415 27.218 24.115 95.91% 93.11% 91.11% 88.22% 39
DGAN-Net 31.424 28.353 27.246 24.244 95.21% 93.77% 91.22% 88.58% 30
D-U-NET 32.243 28.452 27.744 24.893 95.24% 93.92% 91.98% 89.91% 29.11
GAN 31.234 28.212 26.983 23.235 95.01% 92.77% 91.21% 87.31% 33
NLNWF 33.013 29.491 28.556 25.011 95.82% 96.55% 95.01% 93.01% 19.76

The bolded five models are the qualified five models for next stage, according to the level of noise
and the value of PSNR the frame work choose the qualified ultrasound image for segmentation stage.
Fig. 9 shows the comparison between the five modified models and the other available models filters
according PSNR and SSIM. The results show the efficiency of the used five models in the framework
in different level of noise.

3.2 Results of Segmentation Step

In this subsection, the framework shows the results after using U-Net architecture to segment
the image after the process of denoising the image in the previous step. The U-Net model uses the
result from the previous step after comparing the images of the five models and the level of noise.
Tabs. 3 and 4 show the results after and before denoising the dataset of ultrasound, the results shows
the enhancement of different metrics in the segmentation process after denoising the images, and the
results also show the quality of u-net against the other methods, Fig. 10 shows the results of using
U-Net in the segmentation process. The figure shows the ultrasound, mask, and predicted result using
U-Net. Tabs. 5 and 6 show the results of classification of the segmented image into the malignant,
tumor, and normal using different methods before and after removing noise, the results show the
efficiency of methods after removing noise from images, and the results also show the efficiency of
CNN against models. Fig. 11 shows the results of classifying the output into benign and malignant
classes and Fig. 12 shows the results of removing noise in the enhancement stage.
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Figure 9: Comparison between models and classical filters based on PSNR and SSIM

Table 3: Comparison between different methods of segmetation before reducing speckle noise from
dataset

Model DC ACC PRE REC F1

Residual U-Net 92.22 92.00 91.22 91.44 92.54
Attention U-Net 92.47 92.45 93.33 92.53 92.88
U-Net 92.83 92.33 91.77 91.54 92.37
GAN 91.52 91.21 91.21 91.35 91.27
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Table 4: Comparison between different methods of segmetation after reducing speckle noise from
dataset

Model DC ACC PRE REC F1

Residual U-net 93.27 93.77 93.44 93.46 95.17
Attention U-net 93.73 92.89 94.79 99.11 94.19
U-net 95.11 95.13 95.87 95.57 95.17
GAN 94.01 94.35 94.37 94.21 94.45

Figure 10: Original ultrasound, mask, predicted mask respectively

Table 5: Comparison different methods of classification before reducing speckle noise from dataset

Model DC ACC PRE REC F1

Residual U-net 93.16 94.26 93.16 94.24 93.11

(Continued)
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Table 5: Continued
Model DC ACC PRE REC F1

Attention U-net 94.11 94.01 94.32 94.66 94.53
U-net 94.12 94.21 94.25 94.21 94.18
CNN 94.21 94.21 94.31 94.15 94.77
GAN 92.11 92.15 92.89 92.11 92.17

Table 6: Comparison between different methods of classification after reducing speckle noise from
dataset

Model DC ACC PRE REC F1

Residual U-net 93.72 94.21 94.56 94.71 94.24
Attention U-net 94.55 95.10 95.02 95.12 95.11
U-net 94.46 94.61 94.95 94.99 94.88
CNN 95.55 95.67 95.27 95.26 95.77
GAN 94.16 94.37 94.21 94.26 94.21

Figure 11: Class of tumor results
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Figure 12: Results after and before removing noise

4 Conclusion

Early detection of breast tumors plays an important and urgent role in the process of examination
and treatment for clinicians. The process of detection of breast tumors is divided into a set of stages
starting from choosing and enhancing the image till the results and evaluation. Each stage in the
process can affect the accuracy of the final results. The process of enhancement and the elimination
of noise plays a vital role in the accuracy of segmentation. The accuracy of the segmentation process
is also a challenge and the classification stage. The proposed framework presents good results in each
stage, because it is compared good and modified algorithm in the stage of enhancement and choose the
best free-noise one for the next stage. It uses many modified models in the stage of enhancement such
as NLNWF, U-Net enhanced model, Br-U-Net, GAN, and DGAN-Net for speckle noise reduction.
The stage of image enhancement made a good affection in the next stages such as segmentation using
U-Net and classification stage using CNN in the accuracy of segmentation and classification. The
experiments showed the efficiency of the five models in noise reduction and the efficiency of reducing
the noise in the segmentation process. It also shows the difference in different accuracy matrices after
and before reducing the noise. The drawback of U-Net is the number of parameters which has been
used during the process of training, so in the future, reducing the number of the parameter must be
used. Transfer learning will be used to enhance the process of training by additional pre-processed data.
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