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Abstract: Electronic patient data gives many advantages, but also new dif-
ficulties. Deadlocks may delay procedures like acquiring patient informa-
tion. Distributed deadlock resolution solutions introduce uncertainty due
to inaccurate transaction properties. Soft computing-based solutions have
been developed to solve this challenge. In a single framework, ambiguous,
vague, incomplete, and inconsistent transaction attribute information has
received minimal attention. The work presented in this paper employed type-
2 neutrosophic logic, an extension of type-1 neutrosophic logic, to handle
uncertainty in real-time deadlock-resolving systems. The proposed method
is structured to reflect multiple types of knowledge and relations among
transactions’ features that include validation factor degree, slackness degree,
degree of deadline-missed transaction based on the degree of membership of
truthiness, degree of membership of indeterminacy, and degree of membership
of falsity. Here, the footprint of uncertainty (FOU) for truth, indeterminacy,
and falsity represents the level of uncertainty that exists in the value of a grade
of membership. We employed a distributed real-time transaction processing
simulator (DRTTPS) to conduct the simulations and conducted experiments
using the benchmark Pima Indians diabetes dataset (PIDD). As the results
showed, there is an increase in detection rate and a large drop in rollback
rate when this new strategy is used. The performance of Type-2 neutrosophic-
based resolution is better than the Type-1 neutrosophic-based approach on
the execution ratio scale. The improvement rate has reached 10% to 20%,
depending on the number of arrived transactions.
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1 Introduction

Online healthcare solutions give constant access to medical treatments. These systems rely on a
network to share data between patients, doctors, and nurses. This leads to huge volumes of medical
data, including procedures, medicines, and allergies. Properly constructed clinical information systems
enable doctors to access patient information as needed. Computer freezes may create information
delays for electronic system users. A deadlock is a common cause of a computer’s seeming to freeze.
During the health information management service (HIMS) pilot phase, and as the number of users
increased, the necessity to handle deadlock and concurrency issues became prominent [1–3]. Several
parameters are examined while creating a distributed database, including processor location, data
availability and dependability, workload dispersion, and storage costs vs. availability. Using all of
these parameters together might result in sophisticated optimization models. Thus, it’s common to
prioritize the most important objectives, such as maximizing processing locality, and regard the rest
as constraints [4]. Recently, real-time database systems (RTDBS) have gained popularity. RTDBS
is a relational database management system with deadlines. RTDBS’s effectiveness and accuracy
depend on meeting these deadlines [5,6]. In distributed real-time database systems (DRTDBS), blocked
transactions miss deadlines.

One of the most common problems in operating systems and databases is resolving deadlocks.
Additionally, the system’s resource consumption and the events connected to deadlock processes are
affected [7]. Distributed databases allow several users to simultaneously access the same database at
the same time, which is called a “concurrent transaction”. Time stamp ordering-based concurrency
control and optimistic concurrency control are a few of the concurrency control strategies used to
achieve this synchronization [8]. There are four types of deadlock in a transaction: mutual exclusion,
hold and wait, no preemption, and circular waiting. An oriented graph known as a system resource
allocation graph may precisely characterize a deadlock [9]. The three ways to deal with deadlocks are
to prevent, avoid, or resolve deadlocks that have already occurred in transactional systems. In order
to avoid deadlocks, the system as a whole must be designed to make them impossible [10]. Avoiding
deadlocks in real time means allocating resources and initiating transactions in a way that prevents
them at runtime [11]. When a deadlock is found and resolved by utilizing a sequence of protocols such
as monitoring the wait-for-graph (WFG) of the current transactions or sending a “probe” to locate
cycles, resolution implies that deadlocks are permitted [12].

Hard (rigid deadline) and soft (flexible deadline) represent a new breed of real-time, distributed
databases that combine distributed technologies to fulfil both performance and accuracy requirements.
The main system must be developed to deal with deadlocks in an efficient way without adding
unnecessary complexity. The fuzziness of transaction object properties might lead to false positives and
failures in the deadlock detection process since these techniques don’t take this into consideration. It’s
also difficult to tell which deadlock is most critical, since these approaches don’t reveal the importance
of all of them [13,14]. A wide variety of applications rely on fuzzy logic systems to accurately describe
uncertainty. What this means in practice is that the approximate and imprecise aspects of reality may be
accurately represented. Confidence or uncertainty in a set’s membership is quantified using fuzzy logic.
There have been a lot of attempts made to use these sets to reduce the imprecision in such cases [14].

Real-world situations need to deal with uncertainty, yet fuzzy sets are unable to deal with
indeterminacy in data. A neutrosophic set was therefore introduced [15,16] as a result. Neutrosophic
sets were established to cope with greater ambiguity in the situation by allowing experts or individuals
who answered a questionnaire to contribute more knowledge and data that was more indeterminate.
The membership functions of the three functions, truth (T), indeterminacy (I), and falsity (F), are
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not uncertain in a neutrosophic set. Consequently, it is unable to cope with information in the form
of words and sentences in artificial languages known as linguistic variables, which minimizes the
total computing complexity of any real-world issue. A type-2 neutrosophic set (T2NS) may reduce
uncertainty and indeterminacy in real-world issues better than other sets because it’s FOU indicates
its degree of uncertainty (see Fig. 1). It is feasible to attach alternative language variables to the
truth, indeterminacy, and falsity membership functions since they are independent. Because of this,
T2NS has an advantage [17–20]. By including a T2NS into the model, fewer risky judgments may be
made [21,22].

Figure 1: (a) Neutrosophic truth, indeterminacy, and falsity membership functions (b) Type-2 neutro-
sophic set membership functions [19]

Using type2-neutrosophic data, our goal is to resolve deadlocks based on attributes that are
ambiguous in nature. Type-2 Neutrosophic logic introduced an FOU-based indeterminacy concept,
which is used in the proposed model. This mechanism uses transaction features that include the degree
of deadline-missed transaction, validation factor degree, and slackness degree to resolve deadlocks
between transactions whenever conflict arises, thereby decreasing transaction re-executions or waiting
and the current load on the database server. Type-2 neutrosophic logic has not been used previously
in resolving deadlocks in distributed database systems.

The remainder of this paper is organized as follows: in Section 2, we analyze the most important
deadlock control solutions discussed in the literature. Following that, Section 3 presents the proposed
model by demonstrating and describing in detail the model tasks. In Section 4, we evaluate the
performance of the recommended technique. Finally, Section 5 summarizes our results and outlines
our future intentions.

2 Related Work

Distributed deadlocks may be detected using a variety of methods [8,10,23]. The avoid deadlock
strategy is used when there is a substantial likelihood of a deadlock. The detection and resolved-
deadlock approach, on the other hand, is used when the likelihood of a deadlock is minimal. This
section highlights scholars’ contributions and deadlock-resolution solutions. The work presented
in [8] describes a deadlock detection and resolution mechanism based on transaction priority. The
highest-priority initial cycle transaction is recorded in a priority table. Priority-based tables overcome
deadlocks. The lowest-priority transaction is cancelled to free up resources for waiting transactions.
This approach fails when priorities change.
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In [24], the transaction wait for graph (TWFG) method was utilized to design a unique way to
resolve priority changes by constructing two structures: a local transaction structure for identifying
local deadlock and a global transaction structure for detecting distributed deadlock. TWFG reduces
the requirement for local distributed deadlock detection. One probe message is sent on each WFG
edge, hence deadlocks are identified slowly. These methods can identify and resolve deadlock in
distributed databases, but they have constraints, including priority, standard criteria, and starvation.
In [25], the authors developed a novel way to handle the priority change issue by combining the TWFG
algorithm for deadlock detection with Grover’s technique for determining the victim transaction using
a time stamp.

The transaction degree is a deadlock-resolution mechanism presented in [26]. This solves deadlock
by aborting the transaction with the most out-of-degree and in-degree. The authors in [23] presented a
simple method for detecting deadlock. This simple method uses an update message with two functions:
one modifies Wait-for variables and the other checks for deadlock. This method doesn’t figure out
which transactions should be stopped early to avoid deadlocks and the costs that come with them.
In [27], a distributed deadlock blocking solution was suggested that uses previous knowledge of
necessary resources by extending the two-phase commit procedure. Thread-specific partitions make
lock dependencies accessible. The lock dependence set search reduces related permutations. This
method eliminates lock dependencies before deadlock localization.

In [28], a scalable and extendable model of two phase locking (2PL)-concurrency control tech-
niques based on hierarchical colored petri nets was developed. State space analysis determines whether
all transaction schedules are deadlock-free. The model can easily replicate and analyze concurrency
control techniques like strict 2PL. How to run transactions seeking the same resources in a pipeline
to prevent deadlocks and minimize waiting time has been addressed [29]. The system described in [14]
used similarity between conflicting activities to boost real-time performance and transaction criticality
to prioritize data conflict resolution. The system used fuzzy logic, a well-known artificial intelligence
(AI) concept, to integrate transaction attributes to resolve conflicts. In [9], the authors suggested a
method for overcoming deadlocks that combines fuzzy and Aristotelian logic with logical concepts.
Mamdani’s controller-based technique breaks the deadlock. It decreases the chance of deadlocks, then
finds and resolves them.

This article extends the type-1 neutrosophic-based deadlock handling approach with type-2
neutrosophic logic. Neutrosophic systems use human knowledge like fuzzy ones. A fuzzy set uses
the membership grade to handle uncertainty, whereas a type-2 neutrosophic set uses FOU-based
independent truth, indeterminacy, and falsity membership grades. Type-2 neutrosophic logic captures
uncertainty well and delivers realistic membership grades. This new theory provides a granular
representation of transaction features and helps to model uncertainties with six different memberships
very effectively.

3 The Proposed Method

Using type-2 neutrosophic logic, we propose a new model for resolving deadlocks that takes
into account the uncertainty of transaction characteristics. The Neutrosophic number is concerned
largely with ambiguous, incomplete, and inconsistent data. This theory is an extension of type-1
neutrosophic concepts since each element of a neutrosophic set has two membership functions for
truth, indeterminacy, and falsity. In this research article, our primary purpose is to explore the type-2
neutrosophic logic concept in resolving deadlocks in complex uncertain distributed database systems
through: (1) expressing input parameters (antecedents) in type-2 trapezoidal neutrosophic numbers,
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(2) constructing neutrosophic IF-THEN rules to estimate the deadlock resolving using AND operator
to model qualitative features of human understanding, (3) deneutrosophication of the consequents and
comparing them with the detection rate and rollback rate to arrive at the throughput of the system.

The suggested technique has the following advantages: (1) Access priority is maintained to
assure serializability without aborting transactions. (2) Transaction execution time costs less than re-
execution. A transaction may wait longer to obtain data rather than access it and abort it. (3) The
transaction with the greatest work is prioritized since it will be finished faster with greater rights.
(4) By giving a little waiting time, system throughput increases and overhead is lowered. Table 1
shows the method’s parameters. Herein, transaction managers have the following responsibilities:
(1) Transaction delimitation: start, commit, and rollback. (2) Transaction contexts provide all the
information a transaction manager needs to monitor a transaction. Transaction managers create and
associate transaction contexts with threads. (3) Transaction managers may commonly coordinate a
transaction across several resources. (4) Failure recovery: transaction managers ensure resources aren’t
left in an inconsistent state after a system or application failure.

Table 1: List of parameters used in the proposed approach

Parameter Definition

D (T) Transaction’s data object
T Transaction
s (T) Start time of transaction T
d (T) deadline of transaction T
VFt (T)
DLMT

Validation factor of transaction T at time t
Total number of deadline-missing
transactions

S
N
ta

Slackness degree
Total number of transactions processed
The arrival time of a transaction

l
c

Amount of unfinished work
Amount of computation already invested

TS
MP

Deadlock’s transaction status
Miss percentage

t Current time

3.1 Step 1: Transaction Reading

The resource manager accepts transaction requests and specifies the requisite resources and lock
mode for each transaction (see Fig. 2) [30]. It also sorts transactions by timestamp. Each read-phase
transaction receives a timestamp interval. This interval stores a transaction’s temporary serialization
order [31]. Each transaction is identified by a unique transaction identifier. However, changing the
identifier may cause the order of transactions to change, e.g., an older transaction may become the
youngest. To circumvent this, the new system associates each transaction with a timestamp (in addition
to the identification) showing the time the transaction entered the system [32]. This timestamp is not
affected after an abort, and so may be utilized for transaction ordering. For simplicity reasons, we will
utilize identifiers to arrange transactions and will assume that they have such a timestamp [33]. During
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the validation phase of transaction Ti, the technique verifies that Ti does not interact with any other
committed transactions or currently validating transactions. Both conflict detection and resolution
occur during the validation phase of a transaction’s execution. Reducing the number of transaction
restarts is a critical strategy to enhance the speed of deadlock resolution solutions [34,35].

Figure 2: Database transaction processing system

3.2 Step 2: Distributed Deadlock Detection

The concept of a WFG was employed to discover deadlocks [36]. A system is said to be in deadlock
if and only if it encounters a cycle in the WFG. Then, each transaction in the WFG that is a part of
the cycle is considered as though it is in a deadlock condition (see Fig. 3). If a system encounters a
deadlock, the next stage is to recover via neutrosophic mechanisms [37]. To handle distributed database
deadlock detection, as in our case, the proposed model employs an optimized path-pushing strategy,
which involves sending a portion of a possible cycle, referred to as a “path” to another site only when
the first transaction in the path has a higher priority than the last one [38]. This results in a halving
of the quantity of messages [39]. The approach identifies phantom deadlocks because the portions of
the WFG sent between sites are asynchronously captured snapshots, i.e., they might be inconsistent.
For further information, see [40,41].

Figure 3: Global wait-for-graph with a cycle

3.3 Step 3: Extracting Transaction Attributes

In general, existing techniques to resolve deadlock in RTDBS rely on transaction scheduling
(serialization) that is motivated by priority rather than fairness concerns. See [42] for the drawbacks of
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the serialization technique. As discussed before, a deadlock avoidance method needs basic knowledge
about the transaction structure and the required resources, yet this information is often unavailable or
imprecise [43]. Thus, the proposed technique in this paper is capable of resolving deadlock issues via
the use of a simple structure that exploits transactional properties and neutrosophic logic to handle the
vague nature of these properties. In our situation, deadlock resolution in the RTDBS is determined
by three transaction characteristics [44]: the degree of deadline-missing transactions, the degree of
validation factor, and the degree of slackness [45].

• Degree of deadline-missed transaction: the primary objective of RTDBS is to adhere to the
time limits imposed by the activities. As a result, the major performance metric is the “miss
percentage,” or the proportion of transactions that miss their deadlines. The following equation
is used to determine the proportion of data that is missing [38]:

Miss Percentage (MP) = 100 ∗ DLMT/N (1)

The smaller the proportion of transactions that miss their deadline, the greater the chance of
waiting for the transaction.

• Validation factor (VF) degree: The suggested technique is designed in such a way that a checking
algorithm is used to ensure that validated data is used in conjunction with the transaction
scheduling process. The checking process guarantees that all temporal data in a transaction’s
read set stays valid throughout its execution time, hence ensuring the transaction’s temporal
consistency. Following that, the key factor concurrency control method updates validation
rules during the validation phase, which schedules near-completed priority transactions by
asserting the validation factor. The validation algorithm determines the transaction’s validation
factor, which is a variable computed from the current time, the transaction’s start time, and the
transaction’s deadline time. The degree of validation is computed using the following equation
[38]:

VFt (T1) = (t − s (T1)) / (d (T1) − s (T1)) (2)

The lower the validation factor degree, the longer the deadline is, the probability of waiting for
the transaction increases.

• Slackness degree: Slackness quantifies the amount of time that a transaction’s execution may be
delayed while still meeting the transaction’s deadline. If we use the term ta to signify the arrival
time of a transaction, slackness (S) may be stated as [44]:

S = d (T) − ta − c − l (3)

The more slackness a transaction has, the higher its priority should be. In this situation, the earlier
the transaction’s deadline, the greater its priority. A transaction with a smaller quantity of unfinished
work may be prioritized over one with a large amount of unfinished work. When a transaction
enters the commit phase, its priority may be increased to a higher value. This allows a committed
transaction with a minimum processing time to be completed quickly. Thus, resources held by the
committed transaction may be freed sooner, preventing subsequent transactions from being blocked.
A transaction that has already completed a significant amount of computation may be assigned a
higher priority. This procedure shortens turnaround time and aids in maintaining external consistency
of data. Prior knowledge of MP, VF , and S is necessary to determine the deadlock. Human beings
are more at ease making judgments on linguistic variables. Linguistic variables enable us to translate
imprecise ideas stated in natural languages into exact mathematical expressions. Due to the high degree
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of fuzziness and uncertainty inherent in linguistic variables, neutrosophic sets are well suited to solving
issues involving such data [21,22]. Fig. 4 illustrates the process of feature extraction.

Figure 4: Transaction features extraction process

3.4 Step 4: Type-2 Neutrosophication

Our suggested technique employs type-2 trapezoidal neutrosophic numbers with linear member-
ship functions. These membership curves are not mutually exclusive, and neighboring curves may
overlap in certain areas. Experts determine their input values based on a comparison of nearby
membership curves’ properties. We get membership degrees for the input values depending on which
part of the membership curve these values fall inside [46]. At this stage, the inputs (attributes) MP,
VF , and S are extracted in crisp numerical form within the universe of discourse by running the
RTDBS simulator for medical databases. Membership functions are used to determine the degree of
membership of each input to the proper neutrosophic set. The degree of membership is between 0 and
1. In our scenario, they all have three linguistic levels, such as “Low,” “Medium,” and “High,” with
corresponding linear membership functions. DS expressions are also given in linguistic variables that
include ‘wait’ and ‘execute’. See [46] for the definition of the linear trapezoidal neutrosophic function.
The range and neutrosophic set definitions a′′

1 ≤ a1 ≤ a′
1 ≤ a2 ≤ a3 ≤ a′

4 ≤ a4 ≤ a′′
4 (see Fig. 5) for each

attribute are given based on the maximum and minimum values of this variable by running the RTDBS
simulator. Fig. 6 illustrates the graphical representation of the type-2 neutrosophic membership
function.

Figure 5: Linear trapezoidal neutrosophic number [46]
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Figure 6: Graphical representation of type-2 neutrosophic membership function [20]
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Figure 7: An interval type-2 trapezoidal neutrosophic number [19]

3.5 Step 5: IF_THEN Rule Building

A total of 27 rules are constructed using three layers of linguistic variables for the MP, VF , and
S attributes of all transactions. Experts’ expertise and knowledge are included in the formulation of
the IF-THEN rules based on neutrosophic logic. Table 2 contains all of the rules. The rule that is fired
is discovered after acquiring the membership degree of each component of the antecedent. The AND
operator is used to get a single value when more than one portion of an antecedent is encountered for
a particular rule. See [17,46] for more details.
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Table 2: List of rules used in the neutrosophic logic-based deadlock resolution approach

Rule Antecedent MP Antecedent VF Antecedent S Consequent TS

1 High High High Execute
2 High High Medium Execute
3 High High Low Execute
4 High Medium High Execute
5 High Medium Medium Execute
6 High Medium Low Execute
7 High Low High Execute
8 High Low Medium Execute
9 High Low Low Wait
10 Medium High High Execute
11 Medium High Medium Execute
12 Medium High Low Execute
13 Medium Medium High Execute
14 Medium Medium Medium Wait
15 Medium Medium Low Wait
16 Medium Low High Execute
17 Medium Low Medium Wait
18 Medium Low Low Wait
19 Low High High Execute
20 Low High Medium Execute
21 Low High Low Wait
22 Low Medium High Execute
23 Low Medium Medium Wait
24 Low Medium Low Wait
25 Low Low High Wait
26 Low Low Medium Wait
27 Low Low Low Wait

3.6 Step 6: Type-2 De-Neutrosophication

Prior to deneutrosophication, the range of output values is normalized to ensure that they are
proportionally allocated to the neighboring neutrosophic transaction status (TS) sets [21]. Herein, a
type-2 ordered weighted averaging (OWA) operator is utilized for the de-neutrosophication procedure

[46]. An OWA operator having dimension n is a mapping
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Figure 8: The (α; β; γ )-cut of an IT2TrNN [19]

Fig. 9 summarizes the main architecture of the suggested deadlock model that makes use of
transactional properties and neutrosophic logic to deal with the ambiguity of these characteristics
to resolve deadlock.

4 Simulation Results

To assess the performance of the suggested deadlock resolution model, we performed a com-
prehensive series of simulation experiments using the matrix laboratory (MATLAB) and hypertext
preprocessor (PHP) programming languages. The experiments were conducted on an x64-based pro-
cessor and 8 Giga byte (GB) of double data rate 3 (DDR3) memory on an Intel ® CoreTM i7-5500 M
CPU running at 2.50 GHz. A distributed real-time transaction processing simulator (DRTTPS) was
used to conduct the simulations [47]. DRTTPS may be customized to generate a range of system loads
and scenarios. An event is any action, such as granting locks, sending messages, or committing or
aborting transactions. The simulated distributed system is made up of nodes that communicate with
each other through messages on a virtual network. Pipes are used to connect nodes in this network.
Pipes have a latency (to mimic transmission delay) and a bandwidth sufficient to transmit a certain
number of messages. Each node has its own set of pages from which any transaction can read and/or
write. The network’s data is partitioned across nodes. At each node, a generator produces transactions
at Poisson-like intervals. A more detailed description of DRTTPS’s architecture can be found in [48].

The original DRTTPS will perform two simulations, one with an agent-based deadlock detection
mechanism and another with a timeout-based deadlock detection strategy. The simulation has been
updated to include the codes necessary to implement the suggested neutrosophic-based deadlock
resolution paradigm. The results will be stored in a locally accessible my structured query language
(MySQL) database. Configuration of the testbed is accomplished using an interactive user interface.
Numerous load scenarios and system configurations can be simulated using a combination of
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parameters. Additionally, the interface provides options for concurrency management, preemption,
load balancing, and deadlock detection and resolution protocols. The simulation settings were used
in accordance with [12]. While the suggested methodology is applicable to any real-time distributed
database, we tested it on one in the area of health informatics. The data source is the Pima Indian
diabetes dataset (PIDD) [49].

Figure 9: The proposed deadlock handling framework based on type-2 neutrosophic set

The first set of experiments was conducted to compare the suggested type-2 neutrosophic–based,
type-1 neutrosophic-based, and traditional fuzzy-based deadlock resolution protocols in terms of
execution rate. Herein, the simulator was running with a maximum of 25 transactions being allowed
to be active at any given time. It was shown from Fig. 10 that the performance of type-2 neutrosophic-
based resolution is better than the type-1 neutrosophic-based resolution on the execution ratio scale.
The improvement rate has reached 10% to 20%, depending on the number of arrived transactions.
It is also clear that the performance of the type 1-neutrosophic based approach outperforms the
traditional fuzzy-based one. So, our resolution manager achieves up to 30x better throughput than
the fuzzy resolution algorithm. One explanation for this performance is that both neutrosophic and
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fuzzy based resolution approaches rely on transactions’ features instead of serialization concepts. With
six membership grades, type-2 neutrosophic logic effectively captures the ambiguity and produces
solutions that are close to reality. It is feasible to make fewer wait decisions by incorporating a type-2
neutrosophic set in the model.

Figure 10: Comparison between fuzzy, type-1 neutrosophic, and type-2 neutrosophic–based deadlock
resolution protocols in terms of execution rate %

The second set of experiments was run to evaluate the performance of the proposed type-
2 neutrosophic-based deadlock resolution model with respect to the number of deadline-missed
transactions in proportion to the total number of active transactions, according to the simulation
outcomes. The results are listed in Table 3 in terms of executing and waiting rates, taking into account
that the simulator was running with a maximum of 25 transactions being allowed to be active at any
given time. The results reveal that the smaller the proportion of transactions that miss their deadline,
the greater the chance of waiting for the transaction. When the number of transactions that miss
their deadline increases, the proposed model attempts to reduce the number of waited transactions
by merging the properties of the transactions, making a final decision on the transaction’s overall
priority, and scheduling the execution according to the priority vector of active transactions.

Table 3: Commit and wait rates for different transaction attributes

Total No. of
active trans-
actions/No.

Degree of deadline-miss
transaction

Validation factor degree Slackness degree

of deadline-
miss
transactions

Wait Execute Wait Execute Wait Execute

5/1 0 5 1 4 0 5
10/2 0 10 1 9 0 10
15/4 3 12 1 14 1 14
20/4 2 18 2 18 2 18
25/5 3 22 3 22 2 23
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In the same scenario, the results in Table 3 reveal the performance of the proposed model’s in
terms of executing and waiting rates with respect to the other two degrees: validation factor degree and
slackness degree, in proportion to the total number of active transactions, according to the simulation
outcomes. As expected, the results confirm that the lower the validation factor degree, the longer the
deadline is, the probability of waiting for the transaction increases. What’s more, the results indicate
that the more slackness a transaction has, the higher its priority should be. In this situation, the earlier
the transaction’s deadline, the greater its priority.

5 Conclusion

The suggested approach addresses the shortcomings of previous systems by prioritizing trans-
actions according to their characteristics. The model makes use of the concepts of validation factor
degree, slackness degree, and degree of deadline-missed transaction to improve real-time performance
and prioritize transactions with a higher data conflict resolution importance. Type-2 neutrosophic
logic is used to combine the attributes of transactions in order to facilitate conflict resolution between
them. The amount of uncertainty that occurs in the value of a grade of membership is represented here
by the footprint of uncertainty for truth, indeterminacy, and falsity. The simulation implementation on
a medical PIMA Indian diabetes database and a performance comparison between type-1 and type
2 neutrosophic-based real-time deadlock control methods show that our method can ensure good
real-time performance while guaranteeing temporal consistency. In future work, we plan to develop
a hybrid framework between a neutrosophic and a rule-based system [50,51] that incorporates deep
learning. Furthermore, more experiments will be conducted to test the efficiency of the proposed
model with other membership functions or a higher number of membership functions.
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