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Abstract: It is crucial, while using healthcare data, to assess the advantages
of data privacy against the possible drawbacks. Data from several sources
must be combined for use in many data mining applications. The medi-
cal practitioner may use the results of association rule mining performed
on this aggregated data to better personalize patient care and implement
preventive measures. Historically, numerous heuristics (e.g., greedy search)
and metaheuristics-based techniques (e.g., evolutionary algorithm) have been
created for the positive association rule in privacy preserving data mining
(PPDM). When it comes to connecting seemingly unrelated diseases and
drugs, negative association rules may be more informative than their pos-
itive counterparts. It is well-known that during negative association rules
mining, a large number of uninteresting rules are formed, making this a
difficult problem to tackle. In this research, we offer an adaptive method for
negative association rule mining in vertically partitioned healthcare datasets
that respects users’ privacy. The applied approach dynamically determines
the transactions to be interrupted for information hiding, as opposed to
predefining them. This study introduces a novel method for addressing the
problem of negative association rules in healthcare data mining, one that is
based on the Tabu-genetic optimization paradigm. Tabu search is advanta-
geous since it removes a huge number of unnecessary rules and item sets.
Experiments using benchmark healthcare datasets prove that the discussed
scheme outperforms state-of-the-art solutions in terms of decreasing side
effects and data distortions, as measured by the indicator of hiding failure.
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1 Introduction

Many hospitals and other medical facilities utilize electronic health records (EHRs) to track
patient information and streamline administrative tasks in an attempt to better serve their patients.
When properly implemented, EHRs aid in the timely and precise diagnosis of illnesses [1]. While
patients are obviously the primary beneficiaries of data and EHR integration, healthcare researchers
stand to gain as well. The dissemination of HER data is crucial for improving the precision of medical
research [2]. Medical researchers now have a new avenue to explore in their quest to improve patient
care and diagnose illnesses at their earliest stages via the use of data mining applied to healthcare data.
Integrating data from several sources is a crucial part of many data mining applications [3–5]. Patients’
privacy has been invaded by the disclosure of this information.

Different approaches to protecting privacy put forward in the literature, including anonymization-
based strategies and cryptographic approaches [1,3]. Due to its cheaper communication and computing
costs compared to its cryptographic competitors, anonymization is commonly utilized by researchers.
The loss of information is a major concern in anonymization-based methods [6–8]. It’s possible to
classify most approaches into two broad categories: those that protect information during mining,
and those that do the same for the outcomes of such an endeavor. To create sanitized datasets that
may be securely shared with others, the first group comprises techniques like perturbation, sampling,
and modification. The second set comprises of methods for hiding private information uncovered by
data mining algorithms, such as decreasing the performance of classifiers in such jobs [8].

The privacy-preserving data mining (PPDM) approach is especially useful in healthcare systems
for limiting the disclosure of sensitive patient information. As a result, it’s possible to learn about and
develop treatments for fatal diseases by analyzing massive data sets from medical research systems
without violating patients’ privacy [3,4,9–11]. Data mining techniques (database sanitization) that
respect users’ privacy may be broken down into two groups [9]: (1) algorithms that manage the hiding
process by rule support or confidence, and (2) algorithms that modify raw data in such a way as to
obscure or distort its original values. The collection of rules that may be mined from the original
database may be changed throughout the alteration process, either because benign rules are hidden
(lost rules) or because new rules are introduced (not supported by the original database) (ghost rules).

For vertically partitioned data, each participant has its own schema and stores the same set of
entities’ data. This idea is called vertically partitioned data mining to protect privacy. In a situation like
this, it can be hard to make sure that everyone’s data is kept private, since sharing private data can lead
to privacy problems. As seen in Fig. 1, a shared ID between health examination data and outpatient
data may be used to correlate abnormal test findings with specific illnesses. Medical researchers want
to figure out how to use the combined data from the health examination record and the outpatient
record to find relationships between the data. Association rules found through this collaboration help
to find links between some diseases and characteristics of the patients. But sharing private information
about a patient is against the law. So, medical researchers have paid a lot of attention to privacy-
preserving association rule mining in vertically partitioned healthcare data [12,13]. Privacy-preserving
association rule mining in vertically partitioned healthcare data is the focus of the work reported in
this article. Because of the sensitive nature of some of the information being shared, it may be difficult
to implement such a system safely.
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Figure 1: Vertical partition data model [13]

To find the solutions, GAs use a group of points rather than just one. This method is efficient and
easy to implement computationally. Each string is treated as a discrete entity in Tabu Search’s (TS)
solution space. Through local solution enhancement and the ability to escape starving local minima,
TS guides iterations from one neighborhood point to another. Global combinatorial optimization
problems are more likely to have a workable solution when GA and TS are combined to use each
method’s strengths. GA starts with a pool of potential solutions and uses a hybrid search strategy to
come up with a new set of solutions. Each group of TS’s original solutions is developed by means of a
local search. In order to maintain the same evolution, GA employs TS’s enhanced solution [14].

In healthcare data analysis, negative association criteria may be used to discover coexisting
symptoms or medications that have positive interactions with one another. Negative association rule
mining is difficult because it requires taking into account the basic differences between positive and
negative association rule mining. Finding and filtering the negative association rules are the two main
issues that must be addressed by researchers when mining negative association rules. The PPDM issue
with negative association rules in healthcare data has never been addressed by using meta-heuristics
optimization techniques, despite their huge success [9–11].

In this research, we use a refined approach to the issue of negative association rules in healthcare
data mining, one that is based on the Genetic Tabu (GT) optimization framework. This unique
methodology uses GA and TS to generate “meta-heuristic” negative association rules, which are more
precise and use less memory than previous methods. The Tabu search is helpful since it may get rid
of a lot of unnecessary rules and item sets. Without having to predefine a method, sensitive data may
be hidden dynamically by using a perturbation strategy based on a delete operation. The algorithm’s
most notable contributions are as follows: (1) this is the first effort to use a Tabu-Genetic strategy to
address the PPDM issue for negative association rules in vertically partitioned healthcare datasets.
(2) The approach used dynamically selects which transactions need to be interrupted in order to keep
certain pieces of information hidden, as opposed to predefining such transactions in advance.
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The article then proceeds as follows. The second section focuses on related studies. The third
section explains the suggested strategy for sanitizing distributed healthcare data mining. In Section 4,
the experimental results are provided. Section 5 contains a conclusion and a discussion of future work.

2 Related Work

There is a compromise between data privacy and data value in existing data transformation
technologies for anonymizing healthcare process data. The academic community has made substantial
use of anonymity, data masking, data perturbation, and cryptography to protect private data. There are
drawbacks to every method, such as data loss, privacy leaks, and poor analysis results, as discussed in
[3,6]. Data mining approaches for protecting personal information might be either general or specific
[15,16]. As stated in [16], PPDM-based data linking is achieved by the application of a machine
learning technique. In [17], the authors examined the use of hierarchical categorization strategies to
solve the problem of PPDM. To reduce trust or support for secret data, Dasseni et al. [18] devised a
method based on the Hamming distance. Using a heuristic method, Oliveira et al. [19] developed many
sanitization approaches to hide frequently occurring itemsets. Using noise addition, Islam et al. [20]
suggested a method to shield and hide personal information while keeping data quality high. In
[21], the authors presented a sanitization strategy in which the most frequently utilized item in the
transaction serves as the target. For the sake of establishing a fine balance between privacy and
communication, a threshold for sharing is also set.

To track how the perturbation procedure is affecting the sanitized data, the boundary of non-
sensitive itemsets was suggested by Sun et al. [22]. This was also achieved by the authors in [23], who
used the MaxMin technique. Choosing the least disruptive transaction for modification at each step
is how the quality of the sanitized database is kept up. Amiri [24] presented three heuristic strategies—
aggregate, disaggregate, and hybrid—for hiding sensitive information. The aggregate approach reduces
the need for support for a sensitive set of items by filtering out unimportant transactions from
the database. Through the elimination of individual items from the list, the disaggregated method
minimizes the quantity of support for delicate items. The hybrid strategy is a fusion of two different
approaches. Two methods for hiding relevant association rules were devised by Wang et al. [25].
Predicted items are provided openly rather than obscuring crucial association rules. Thus, the resulting
database is unusable for mining informative association rules whose antecedents include the expected
items. The mechanism for checking up on all possibly relevant changes was devised by Wu et al. [26].
In order to hide any sensitive rules, the database is modified invisibly, with as few unintended
consequences as the template will allow. To keep private sets secure, Gkoulalas et al. [27] suggested
a strategy based on boundaries. Support for sensitive items may be limited by increasing the size of
the original database.

The greedy approximation method and the greedy exhaustion approach were described by
Wu et al. [28] with the goal of protecting private association rules. Both methods hide the essential
rules by manipulating the database in different ways. Cheng et al. [29] examined the advantages and
drawbacks of positive and negative border regulations with the goal of protecting private association
rules. Both methods hide the essential rules by manipulating the database in different ways. The
least important transaction is changed such that the sensitive association rules are hidden. The term
frequency-inverse document frequency approach was developed by Hong et al. [30] as a method for
decreasing support for susceptible item sets. In [31], the authors developed a safe system for using
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evolutionary algorithms to discover a better set of rules without revealing sensitive information.
Similar ideas were presented in [32], although with new chromosomal representations and fitness
measures. While the aforementioned algorithms do a good job of choosing which transactions should
be deleted, further work is needed in the form of pre-defined weights for side effects, which has the
potential to significantly alter the results of the suggested systems. It’s a productive method. Once the
item has been changed in a random way, the sanitization process will randomly make up the lost and
ghost rules.

To address the aforementioned issues, researchers have devised a multi-objective optimization
(e.g., the non-dominated sorting genetic algorithm II (NSGA II)) strategy by factoring in both
data and knowledge distortion. Despite the fact that this method incorporates several objectives, it
risks providing insufficient data for making decisions by eliminating features from databases in a
straightforward manner. This assertion is not supported by the sequential dataset [17]. The authors
in [33] presented a hierarchical-cluster method for protecting private data sets by using the multi-
objective particle swarm optimization (MOPSO) algorithm. Partial transactions may be created, but
this might lead to an incorrect conclusion, particularly when dealing with hospital diagnostics. To
preserve privacy and facilitate discovery, researchers have recently turned to a deep reinforcement
learning approach for database sanitization [34–36]. The interested reader is directed to the recent
studies in [37–41] for more reading in this area.

There are discussions of privacy-preserving association rule mining in vertically partitioned data
in [12,13,42]. Computing the dot product was one of the methods used. This method, however, is
impractical in real-world applications since, it requires a trustworthy third party to send private keys via
an encrypted channel. To find the link between sickness and abnormal test results, mining association
rules on medical exam data and outpatient records was suggested in different approaches. However,
this method does not take into account the sensitive nature of patient confidentiality when integrating
data from medical examinations with outpatient medical records. Patients’ confidentiality must be
protected during the mining of association rules, since this is required by law or regulation.

In conclusion, numerous evolutionary methods have been developed to address the PPDM issue in
vertically partitioned healthcare databases. However, these algorithms still rely heavily on sanitization
approaches based on data cleansing for reliable association rules. By choosing itemsets using the
Tabu-genetic technique, the method suggested in this paper seeks to solve the limitations of current
sanitization algorithms for negative association rule mining. The proposed approach minimizes the
amount of lost or ghost rules while hiding rules without altering the original database in any way (no
fake transactions).

3 Distributed Sanitization Algorithm for Negative Association Rules

This study proposes a method for cooperatively computing association rule mining on a combined
database, with two participants A (an EHR with medical examination data of patients) and B (an
EHR with outpatient medical records). The database D is vertically partitioned in such a way that D
= {DA ∪ DB} with common Id. For problem formulation, see [12–14,42] for more details. Database D is
converted into the Boolean form by representing the present and absence with 1 and 0. Frequency of an
itemset is the number of transactions where the values of all the attributes in the itemset are 1. Assume
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the participant A has l attributes 〈a1, a2, . . . ., al〉 and participant B has m attributes 〈b1, b2, . . . ., bm〉.
We are interested to compute the frequency of (k = l +m)-itemset 〈a1, a2, . . . ., al, b1, b2, . . . ., bm〉. Each
element of

→
x and

→
y is calculated as xi = ∏l

j=1aj and yi = ∏m

j=1bj. The dot product of
→
x and

→
y gives the

frequency of k-itemset. In this case, the vector
→
x = {x1, x2, . . . , xn} and

→
y = {y1, y2, . . . , yn} represent

the columns in the database, xi is 1 if the transaction i has the value 1 for the attribute
→
x. The dot

product of the two vectors
→
x and

→
y with cardinality n is computes as:

→
x.

→
y =

n∑
i=1

xi.yi (1)

The recommended method for sanitizing vertically partitioned healthcare databases is shown in
Fig. 2. In contrast to other attempts, which also hid particular items rather than rules, as part of
the suggested sanitization strategy, a genetic algorithm is used to choose the most effective items
to modify in order to hide potentially sensitive negative association rules. But when itemsets are
hidden, they won’t show up in any rules with a confidence level higher than the threshold, whether
or not those rules are sensitive. This study expands upon our earlier work [14] by combining GA
and TS to address a mining negative association rule problem. Utilizing efficient chromosomal
representation and neighborhood strategies, this method outperforms alternatives. Choosing a suitable
fitness function in GA is the most important part of this work. Algorithm 1 illustrates the process of
identifying the set of frequent negative items in a vertically partitioned database.

Algorithm 1: Distributed negative association rule mining in vertically partitioned database
L1 = Find infrequent1 − itemset (D)

for (k = 2; LK−1 �= ∅; k + +)

Ck = apriori_gen (Lk−1)

for each candidate c ∈ Ck do
If all the attributes of c are A or B alone

ccount is calculated by each participant independently
else

Let c contains p attributes of A and q attributes of B
Participant A compute the

→
x as xi = ∏p

j=1aj

Participant B compute the
→
y as yi = ∏q

j=1bj

Collaboratively find the Ccount = →
x.

→
y = ∑n

i=1xi.yi

end if
Lk = {c ∈ Ck|ccount ≥ min_sup}

Return Lk = ∪kLk
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Figure 2: A genetic-Tabu heuristic search-based distributed sanitization technique for negative associ-
ation rules
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3.1 Extracting Optimized Negative Rules

– Transform a dataset comprising a list of attributes and records into a numerical format
(coding).

– Algorithm 1 demonstrates how to use the Apriori approach to build all the possible infrequent
item sets for a collection of items with any length. The references [12–14,43–46] provide more
information.

– Create preliminary negative association rules using the Apriori method, starting with sets of
items that occur infrequently.

– The fitness function for several interesting negative association rules should be defined.
– Because of this, the GA is used in the construction of chromosomes that are in accordance

with the negative association rules and in the subsequent determination of their respective
fitness values. Construct negative association rules based on the average fitness value of each
chromosome.

– Using the solutions it has already generated, GA creates new solutions for each hybrid search.
Tabu search does a local search to enhance each iteration of solutions. After then, GA employs
TS’s superior solution to continue its parallel growth (see Fig. 3). Tabu Search treats each
string as an own point in the space of possible solutions. By improving the solution locally
and avoiding poor local minima, TS directs the recursive process as it moves from one nearby
place to the next (see Fig. 4). Because of their complementary strengths, GA and TS have a
good shot at solving global combinatorial optimization problems.

– After crossover and mutation, the fitness value should be reset, the final negative rules should
be calculated, and any remaining offspring chromosomes should be modified. For this study,
we utilized the same measure as in [8] to find novel negative association rules. Here, the system
employs a rule encoding format identical to that of [47]. For further information, see [14,46,47].

Figure 3: A genetic-Tabu search procedure

3.2 Genetic Algorithm-Based Data Sanitization

The proposed structure for hiding sensitive negative association rules is particularly helpful at this
stage. The system tries to hide the rules created in the previous phase by diminishing their confidence to
below a user-defined threshold, which it does by boosting support for the antecedent and decreasing
support for the consequent via the replacement of 1 s for 0 s in the transactions [18,29,42]. For the
technique to work, a substantial amount of computational resources will be required, since it will
need to update all sensitive item sets associated to sensitive rules in all database transactions. In
the current research, we use GA to choose the best sets of items to modify in order to solve the
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aforementioned problem. This means we may safely continue without making many changes to the
data in our databases. The elimination of this step allows us to increase the rate of sanitization while
also decreasing the number of edits needed for the whole hiding procedure. Furthermore, the method
may be used with either small or large data sets. Each chromosome represents a single transaction,
and it records whether or not a certain item was present at that time. Several factors and methods
determine a chromosome’s viability. Numerous chromosomes exist in each population, and only the
most advantageous ones are used to create the next generation. Large numbers of random exchanges
make up the initial population. Population success at increasing survival fitness will determine the
character of the next generation.

Figure 4: The basic steps of a Tabu search

To minimize the occurrence of lost and ghost rules, the proposed system makes use of two separate
fitness functions that adjust only transactions involving a high number of sensitive items and a low
number of non-sensitive items. Whatever the scenario, the transaction with the lowest fitness score will
be altered. As stated in [48], the first fitness function fV1

is as follows:

fV1
= Xr + Yr

2
(2)

Xr =
∑n

i=1
(Ii = 1) , Yr = (Sr in Tr) (3)

Sr ∈ I defines the set of sensitive items, Tr is the transactions set, n represents the number of
items in each transaction, r describes transaction’s number, and v is a set of identifiers for elements of
f , fv = {f1, f2, . . . ., fn}. The second one fV2

is calculated using a weighted sum function, as [49]:

W1 ∗ C1 + W2 ∗
(

1
C2

)
(4)
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∀C1 ∈ Tr, C1 = 1∑n

1Count (Sr)
in Tr +

∑n

i=1
Ii = 1 (5)

∀C2 ∈ Tr, C2 = 1∑n

1Count (Sr)
in Tr +

∑n

i=1
Ii = 0 (6)

W1 + W2 = 1
(

W1 = W2 = 1
2

)
(7)

W1 and W2 are weights. By swapping out certain transactions for their offspring that have
the most accessible data items, the system reduces the amount of lost rules and ghost rules [46–49].
Additional details on the use of machine learning methods for privacy-preserving data mining in IoT-
based healthcare applications and vehicular cloud network settings are provided in the most recent
references [50–59]. Furthermore, Refs. [60,61] provide more information regarding how rule based
models can be employed for enhancing data privacy. For more information regarding the benchmark
medical datasets, readers can refer to Refs. [62–65].

4 Experimental Results

The approach discussed in [66] for preserving privacy of association rule mining in healthcare
databases does not take into consideration how to preserve privacy in the case of distributed data
mining. The proposed method protects patient privacy without compromising the efficacy of vertically
partitioned healthcare databases. Patient medical examination data and outpatient medical data are
analyzed using our suggested method for determining a correlation between the illness and the test
findings. Regarding the results related to extracting negative correlation rules for each database, based
on the same configurations applied for GA and TS and the same measures, the same results were
obtained as in [66].

To that end, we’ve designed a series of experiments to explore the relationship between the number
of transactions and the number of hidden negative-sensitive and artificial rules in a sanitized medical
examination database. In this experiment, Minsup = 25%% and Minconf = 58%, while Minsen−conf is set at
60%, 70%, and 80% for 500, 1000, 2000, 3500, and 5000 transactions, respectively. The negative impacts
of the hiding technique on the restricting mode fitness function fV1

and the distorting mode fitness
function fV2

are described in Tables 1 and 2, respectively. From what can be seen in both tables, the loss
of non-sensitive rules is rather small, increasing with the number of database operation transactions
and decreasing with the size of the set of sensitive rules |Rsen|. It has been estimated that the proposed
method has a hiding failure rate of 0%, meaning that no sensitive rules will be revealed to the outside
world. Protecting against sensitive rules is always precise.

There seems to be a clear correlation between the number of database transactions and the rate at
which new rules are created, as seen in Table 2 (distortion mode). We found that more frequent item
sets are introduced when more rules are hidden, and this in turn leads to the generation of more new
rules. Once the rules are hidden, no more rules are mined from the database using the restriction
mode modification. In other words, when it comes to reducing ghost rules, using fV1

yields better
performance. However, the proposed method only modifies a subset of transactions at a time, picking
those that meet the maximum modification rules’ criteria for changes.
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Table 1: Performance Evaluation for fV1
(%) for sanitized medical examination database

Minsen-conf 60% 70% 80%

No. of Transactions LR HF AR LR HF AR LR HF AR

1000 0 0 1.17 0 0 1.00 0 0 0.73
2000 0 0 1.34 0 0 1.15 0 0 1.02
3500 0 0 1.68 0 0 1.36 0 0 1.33
5000 0 0 2.09 0 0 2.05 0 0 2.01

Table 2: Performance Evaluation for fV2
(%) for sanitized medical examination database

Minsen-conf 60% 70% 80%

No. of Transactions LR HF AR LR HF AR LR HF AR

1000 0 0.08 1.25 0 0.006 1.03 0 0.003 0.90
2000 0 0.012 1.31 0 0.011 1.21 0 0.08 1.02
3000 0 0.03 1.61 0 0.012 1.34 0 0.010 1.45
5000 0 0.04 2.08 0 0.017 2.09 0 0.013 2.05

In the next set of experiments, we evaluate our method against another that, like the one given here,
is concerned with hiding association rules, instead of rules, it uses item sets to do this [48]. In Table 3, we
can see the average negative impacts produced by both systems using the sanitized outpatient medical
data. Table results show that the proposed system was missing a few rules. Neither method resulted in
the generation of any “ghost rules” when the required rules were hidden, and both avoided unintended
effects when hiding rules. The examples demonstrate that the suggested approach produces fewer
undesirable results and less skewed data than the competing approach. Thus, our method effectively
hid a significant number of sensitive association rules in the original database without compromising
the integrity of the data mining results.

Table 3: Comparative results (%) for sanitized outpatient medical data

Algorithm LR HF AR

Proposed model 1.98 0 0
Comparative model [48] 6.67 0.17 0

4.1 Limitations of the Proposed Model

Using the proposed method for Tabu search operations takes more time. Furthermore, the
performance of the proposed model depends mainly on the chosen parameters for both GA and TS.
The process of selecting these parameters must be done through an optimization procedure and not
manually.
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5 Conclusions

The focus of this research is on the privacy concerns raised by data mining tools for distributed
healthcare datasets. To cover up potentially damaging association rules, we developed a genetic Tabu
optimization strategy that makes use of a heuristic based on distortion and restriction processes.
The proposed approach reduces confidence in sensitive rules. Data sanitization aims to make the
fewest database changes and miss the fewest non-sensitive association rules. The proposed algorithm
combines Apriori with genetic-Tabu. The proposed method employs negative interestingness to
describe and provide an explanation for the effectiveness of negative association rules.

The approach reduces mining’s search space by employing genetic-Tabu. The method employs
a simple heuristic approach to determine which transactions and items need to be sanitized, a
genetic algorithm to influence the victim’s item selection, and rules in place of items to hide sensitive
information. Several healthcare datasets have been analyzed to test the fitness function’s robustness in
the face of modifications made to the source data. The simulation results show that the recommended
approach has stronger support and confidence while needing less processing time. Future research
will study privacy-preserving data transformation approaches, log extensions, and process mining
algorithms, as well as how they influence healthcare logs. The recommended strategy will be evaluated
on vertically segmented healthcare datasets with varied features to confirm its effectiveness.
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