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Abstract: Currently, distracted driving is among the most important causes of
traffic accidents. Consequently, intelligent vehicle driving systems have become
increasingly important. Recently, interest in driver-assistance systems that
detect driver actions and help them drive safely has increased. In these studies,
although some distinct data types, such as the physical conditions of the driver,
audio and visual features, and vehicle information, are used, the primary data
source is images of the driver that include the face, arms, and hands taken with
a camera inside the car. In this study, an architecture based on a convolution
neural network (CNN) is proposed to classify and detect driver distraction.An
efficient CNN with high accuracy is implemented, and to implement intense
convolutional networks for large-scale image recognition, a new architecture
was proposed based on the availableVisual Geometry Group (VGG-16) archi-
tecture. The proposed architecture was evaluated using the StateFarm dataset
for driver-distraction detection. This dataset is publicly available on Kaggle
and is frequently used for this type of research. The proposed architecture
achieved 96.95% accuracy.

Keywords: Deep learning; driver-distraction detection; convolution neural
networks; VGG-16

1 Introduction

According to the World Health Organization (WHO) [1], every year approximately 1.35 mil-
lion people die due to traffic accidents. On average, globally, approximately 3,700 people die every
day due to road accidents. A heartbreaking statistic in this report is that injuries caused by road
accidents lead to the death of young people between 5 and 29 years of age [1]. As per the WHO
report, the total number of mortalities increases each year, and the most common cause is vehicle
driver distraction. In Saudi Arabia, a report by the Department of Statistics of King Abdul-Aziz
City for Science and Technology (KACST) indicated that, in 2003, approximately 4,293 people
were killed and more than 30,439 were injured due to traffic accidents [2]. The use of mobile
phones is becoming common, and young people in particular talk on their mobile phones while
driving. Using a mobile phone while driving increases the possibility of accidents leading to death.
The KACST report indicates that mobile-phone usage during driving would increase the risk of
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being in an accident by a factor of 4. In addition, texting while driving is approximately 23 times
riskier than talking on a mobile phone. Driver reaction time is significantly reduced when talking
on a mobile phone while driving; the KACST report states that reaction time is reduced by
approximately 50%, and further indicates that, for years, distracted driving has been considered
one of the main causes of car accidents [3].

Apart from loss of life, other issues, such as property damage, are associated with traffic
accidents, and such damage is attributed to distracted drivers. According to American National
Highway Traffic Safety Administration, approximately 20% of traffic accidents in the United
States are due to driver distraction, and 90% of accidents are caused by human error [4]. Driver
error is considered the major reason for the increasing number of accidents [5]. For example, in
2015, approximately 3,477 people died and nearly 391,000 people were injured in traffic accidents
because of distracted drivers [6]. Drivers are distracted for various reasons, including talking on
a mobile phone, changing the radio station, eating, drinking, and talking to fellow passengers.
Therefore, to reduce the number of accidents, these actions should be monitored and checked [7,8].
A considerable number of studies have been conducted to investigate these problems. For example,
mobile-phone usage has been detected using acoustic or cell-phone sensing techniques to locate
the phone. Another technique involves monitoring and tracking a driver’s gaze movement [9,10].
Driver distraction is detected by capturing images using a camera placed in front of the driver
or inside the car. The captured images are transmitted for classification to detect driver actions.
As noted above, drivers are distracted in many ways. The common distractions are eating and
drinking while driving [11], communicating with fellow passengers [12–14], using in-vehicle elec-
tronic devices [15,16], observing roadside digital billboards/advertisings/logo signs [17], and using
a mobile phone to call or text. An effective way to address distracted driving is by developing a
system that can monitor the distractions. These techniques adapt the in-vehicle information-system
functionalities according to the driver’s state. In these systems, correctly identifying the driver’s
state is very important.

In this study, the focus is on identifying the driver’s state. In the future, this technology could
be applied in smart cities to detect driver distraction automatically and then send a warning
message to the driver to prevent accidents. This technique can allow law-enforcement authorities
to identify a distracted driver and monitor them using radar and cameras. Once detected, these
drivers can be penalized. Moreover, recently developed semi-autonomous commercial cars require
drivers to pay attention to road and traffic conditions [18]. Autonomous steering-control [19]
systems require drivers to be ready to take control of the wheel [18]. Thus, distracted-driver
detection is an important system component in these cars. Distraction detection can also be
used to enable advanced driver-assistance system features [20], such as collision-avoidance systems
that plan evasive maneuvers [21]. To reduce vehicle accidents and improve transportation safety,
a system that can classify distracted driving is highly desirable and has attracted much research
interest. In this study, a deep-learning technique is applied, which is part of the machine-learning
methods based on artificial intelligence. Deep learning is applied in many fields, e.g., computer
vision, speech recognition, natural language processing, and audio recognition. In this work,
experimental work was conducted on driver images to detect if the drivers are distracted while
driving. As discussed above, the consequences of distracted driving can be grave. Driver distraction
is classified into nine different classes based on driver actions while driving. In this study, the
StateFarm dataset is used, and the convolution-neural-network (CNN) technique is applied to
learn the machine and further classify the real image.
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The rest of this article is organized as follows. In Section 2, work related to driver-distraction
detection is reviewed, and, in Section 3, the dataset used in this study is described. In Section 4,
the overall methodology of distraction detection is explained. The experimental setup is described
in Section 5 and experimental results presented in Section 6. Finally, conclusions are presented in
Section 7 and future scope detailed in Section 8.

2 Related Work

The authors of [22] developed a support vector machine-based (SVM-based) model to detect
the use of a mobile phone while driving. The dataset used in this work consists of frontal images
of the driver’s face. The pictures used to develop the model showed both hands and face with
a pre-made assumption and were focused on two driver actions, i.e., a driver with a phone and
one without a phone. A SVM classifier was applied to detect the driver actions and frontal
images of the drivers were used. In a similar study [23], SVM classification was used to detect
the use of a mobile phone while driving. The dataset used in this study was collected using
transportation imaging cameras placed on highways and traffic lights. The authors of another
study [24] did some extraordinary work by sitting on a chair and mimicking a certain type of
distraction (e.g., talking on a mobile phone). In this work, the AdaBoost classifier was applied
along with hidden Markov models to classify Kinect RGB-D data. However, this study had
two limitations, i.e., the effect of lighting and the distance between the Kinect device and the
driver. In real-time applications, the effect of light is very important, and this should be taken
into consideration for efficient results. The authors of [25] suggest using a hidden conditional
random-fields model to detect mobile-phone usage. The database was created using a camera
mounted above the dashboard and the hidden conditional random-fields model used to detect
cell-phone usage. The model considers the face, mouth, and hand features of images obtained
from a camera mounted above the dashboard. In another study related to phone usage [26],
a faster Region Based Convolutional Neural Networks (R-CNN) model was designed. In that
study, both the use of a phone by the driver and hands on the wheel were detected. Here, the
main contribution was the segmentation of hand and face images. The dataset used to train the
faster R-CNN was the same as that used in [27], in which a novel methodology called multi-
scale faster R-CNN was proposed. With this methodology, higher accuracy with low processing
time was obtained. In [27], the authors created a dataset for hand detection in an automotive
environment and achieved an average precision of 70.09% using the aggregate channel features
object detector. Another study [28] discusses the detection of cell-phone usage by a driver. In that
work, the authors applied a histogram of gradients (HOGs) and AdaBoost classifiers. Initially, the
supervised descent method is applied to locate the landmarks on the face, followed by extraction
of bounding boxes from the left-hand side of the face to the right-hand side. A classifier was
applied to train these two regions to detect the face, followed by left- and right-hand detection.
Finally, after applying segmentation and training, 93.9% accuracy at 7.5 frames per second was
obtained. Motivated by the same, several researchers worked on cell-phone usage detection while
driving. In [29], the authors designed a more inclusive distracted-driving dataset with a side view
of the driver considering four activities: Safe driving, operating the shift lever, eating, and talking
on a cell phone. The authors achieved 90.5% accuracy using the contourlet transform and random
forest. The authors also proposed a system using a pyramid of histogram of gradients (PHOG)
and multilayer perceptron that yields an accuracy of 94.75% [30] and Faster R-CNN [31]. Also
investigated in [32] was action detection using three actions, i.e., hands on the wheel, interaction
with the gears, and interaction with the radio; an attempt was then made to classify these actions.
Separate cameras were fixed to capture face and hand actions. A SVM classier was applied
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to determine the driver’s actions; 90% and 94% accuracy were achieved for hand actions and
face and hand-related information, respectively. In another study [33], the Southeast University
dataset was used. In this study, the authors focused on hands on the wheel, usage of a phone,
eating, and operating the shift lever. The dataset consists of labels for each image for these four
driver actions. The authors applied various classifiers and obtained 99% accuracy for the CNN
classifier [33]. Another study [34] focused on the following seven actions: Checking the left-hand
mirror, checking the right-hand mirror, checking the rear mirror, handling in-hand radio devices,
using the phone (receiving calls and texting), and normal driving. In a pre-processing step, the
author cropped the driver’s body from the image, removed the background information, and
applied the Gaussian mixture model; after pre-processing the data, CNN classification was applied
to classify these actions. Using AlexNet [35], 91% accuracy was achieved for predicting driver
distraction. In other studies, [36,37], segmentation was performed to extract the drivers’ actions
by applying Speeded Up Robust Features (SURF) [36] key points. After pre-processing, HOG
features were extracted and K-NN classification applied. A recognition rate of approximately 70%
was achieved. In [37], a similar methodology was applied. However, in that study, two different
CNN models were applied to classify the actions. In the first model, triplet loss was applied
to increase the overall accuracy of the classification model. By doing this, the authors achieved
a 98% accuracy rate. They used 10 actions and the StateFarm dataset [38], which comprises
labeled images, for distraction detection. Here, the detected actions included safe driving, texting
using the right hand, talking on the phone using the right hand, texting using the left hand,
talking on the phone using the left hand, changing the radio station, drinking, talking to the
passenger sitting behind the driver, checking hair and makeup, and talking to the passenger sitting
beside the driver. In [39,40], the American University in Cairo (AUC) dataset was used to detect
distraction. This dataset is similar to the StateFarm dataset. In [39], training was done using five
different types of CNNs. After applying the CNN, the experimental results were weighted by
implementing a genetic algorithm to further classify the actions. In another work conducted by
the authors of [40], a modified CNN was applied, followed by numerous regularization techniques.
These techniques helped reduce the overfitting problem. The accuracy achieved by that work
was 96% for driver distraction. A deep-learning technique was applied in [41] using the AUC
and StateFarm datasets in which the video version of the dataset was worked on. The authors
proposed a deep neural network approach called multi-stream long short-term memory (LSTM)
(M-LSTM). The features used in this work were from [42], with contextual information, which
was retrieved from another pertaining CNN; 52.22% and 91.25% accuracy were achieved on
the AUC and the StateFarm distracted-driver datasets, respectively. In [43], a deep-convolution-
network technique was applied for the recognition of large-scale images. Similar work for the
recognition of face was implemented in [44] in three dimensions by applying feature-extraction
techniques and classification methodologies. Another recognition technique [45] has been applied
for palmprints by applying a robust two-dimensional Cochlear transformation technique.

3 Dataset

The StateFarm distraction-detection dataset was used in the present study. It was published on
Kaggle [38] for a competition. This dataset is the most commonly used dataset for the detection
of driver distraction and has been applied in many studies. The StateFarm dataset includes nine
classes, and each image is classified among these classes. The categories include the following
driver actions: Driving safely, texting with the right hand, talking on the phone with the right
hand, texting with the left hand, talking on the phone with the left hand, operating the radio,
reaching behind, dressing the hair and makeup activities, and talking to passengers, as shown in
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Fig. 1 and discussed in [46]. There are approximately 2,200 RGB images for each class and each
image’s resolution is 640×480 pixels. The number of pictures for each class is listed in Tab. 1. The
holdout split technique was applied to produce 10% and 30% testing sets to create new training
and testing subsets from the original training set. The number and percentage of samples for each
class label in the training and testing sets are shown in Tab. 2.

C0: Safe Driving C1: Texting with right hand C2: Talking on Phone with 
Right Hand

C3: Texting with the left hand C4: Talking on Phone with Left 
Hand

C5: Operating the Radio

C6: Drinking C7: Reaching behind C8: Makeup

C9: Taking to passenger

Figure 1: Sample images representing different actions in the StateFarm dataset
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Table 1: Dataset details with the number of images per class

Classes Driver actions Images

C0 Driving normal 2489
C1 Texting with right 2267
C2 Talking with right 2317
C3 Texting with left 2346
C4 Talking with left 2326
C5 Operating the radio 2312
C6 Drinking 2325
C7 Reaching behind 2002
C8 Makeup 1911
C9 Talking to passenger 2129
Sum 33,636

Table 2: Distribution of images into training and testing samples

Driver actions Class label Training samples Testing sample

Driving normal C0 2489 260
Texting with right C1 2267 210
Talking with right C2 2317 230
Texting with left C3 2346 220
Talking with left C4 2326 225
Operating the radio C5 2312 230
Drinking C6 2325 236
Reaching behind C7 2002 195
Makeup C8 1911 184
Talking to passenger C9 2129 229

4 Methodology

A deep CNN is a type of artificial neural network. Deep CNNs are motivated by the
animal visual cortex. Currently, for several recent years, CNNs have demonstrated tremendous
achievements in various applications, e.g., image classification, object and action detection, and
natural language processing.

4.1 Basic CNN Architecture
A CNN includes filters/layers, activation functions, pooling layers, and a fully connected

layer, as shown in Fig. 2. A complete CNN is a collection of these layers in the proper form
and sequence.

4.2 Proposed Architecture
Currently, a standard CNN is modified and enhanced by introducing large amounts of labeled

data and increasing computational power. Some modifications to CNNs have been performed with
the following architectures, e.g., AlexNet, ZFNet, VGGNet, GoogleNet, and ResNet, which were
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developed for computer-vision tasks. In the work described in this study, the Visual Geometry
Group (VGG-16) architecture was considered, which was modified to detect distracted drivers as
shown in Fig. 3.

Figure 2: Basic CNN architecture

Figure 3: CNN architecture for distracted driver detection
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Original and Modified VGG16 Architecture: According to the literature, VGGNet is the most
powerful CNN architecture, in which the main idea is to develop a network that should be
deep and simple. The VGG architecture is shown in Fig. 4. VGG is an efficient tool for image-
classification and localization tasks. The standard VGG architecture comprises 3× 3 filters in all
convolution layers, ReLu is used as the activation function, pooling is 2× 2 with a stride of 2,
and the loss calculation is performed using a cross-entropy function. The pre-trained ImageNet
model weight were applied for initializations, and then all layers were fine-tuned according to our
dataset. Pre-processing was also performed on the images, and the images were resized to 224×224
pixels, and further from each pixel, the RGB planes are removed. The pre-processed data were
transferred to the network. The initial layers of the CNN perform filtering to extract features.
Softmax is employed as an activation function in the network’s final layer to classify images into
one of the pre-defined categories. Here, parameter reduction is significant; thus, numerous regular-
ization techniques were applied to handle generalization errors [40]. The fully connected layer was
then replaced with convolutional layers because dense layers become increasingly computationally
complex as it takes nearly all of the parameters. In addition, to control overfitting, the batch
normalization technique and dropout were applied between layers. Several of the neurons were
randomly dropped in the training phase, as shown in Fig. 5.

4.3 Activation Function
The ReLU function is currently the most used activation function in the World because it is

used in almost all the CNNs or deep learning, as shown in Eq. (1).

R (z)=max (0, z) (1)

As can be seen, the ReLU function is half-rectified (from the bottom). f(z) is zero when z is
less than zero and equal to z when z is above or equal to zero.

The dense layer’s output is then passed through a dropout layer, and a dense layer with several
neurons equals the number of class labels and softmax activation function, as shown in Eq. (2).
The softmax activation function is used to compute the probability of each class label, and can
be calculated as

pi = exi
∑n

j=1 e
xj
. (2)

4.4 Performance Metrics
To evaluate the experimental results, two standard performance metrics were used, i.e., Accu-

racy and Sensitivity. These evaluation metrics are computed by using the following equations in
which TP is the number of true positives samples in the testing set, which were correctly detected,
and TN is the number of true negatives, which truly gives the number of negative samples in the
testing set. FP is the number of false positives, which give the number of false positives in the
testing set that are actually incorrectly detected. FN is the number of false negatives, which gives
the number of false negative samples in the testing set that are incorrectly detected. The equations
are as follows:

Accuracy= (TP+TN)

(TP+FP+TN +FN)
, (3)

Precision= TP
(TP+FP)

, (4)
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Figure 4: Original VGG architecture
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Figure 5: Modified VGG architecture
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Sensitivity= TP
(TP+FN)

. (5)

Accuracy is used to calculate the portion of samples that are detected correctly during the
testing phase with all the datasets. Precision is used to calculate the percentage of samples that
are correctly detected during the testing phase with the total number of FP and TP samples. The
sensitivity is calculated by dividing the number of TP samples at testing with the overall sum of
TP and FN samples as shown in Eqs. (3)–(5).

5 Experimental Setup

A CNN was designed to detect distracted-driver behaviors. In this network, the weights were
initialized using the ImageNet model, followed by the application of the transfer learning concept.
Moreover, depending on the dataset, the weights at each network layer of the network were
adjusted, and various hyperparameters were fine-tuned through a trial-and-error process. Here,
stochastic gradient descent [42] was used for training with a learning rate of approximately 0.0001.
The batch size was 64 and the number of epochs was 100. Training the neural network was
performed by optimizing the objective functions. Here, the objective function was the cross-entropy
loss function. The purpose of applying this function is to optimize loss to make the model able to
handle large datasets and select samples at random, which are then used to estimate the gradients
at each layer and iteration. Here, the proposed model was evaluated using a standard stochastic
gradient descent algorithm and the Adam optimizer. As mentioned previously, the learning rate
was set to 0.0001. The learning rates were applied to manage the weights and update them
according to the expected errors. Note that the learning rate should be evaluated carefully. If it is
shallow, then the learning process will be slow, and, as the learning rate increases, weights would
become very large, which could lead to divergence. With these issues in mind, the model was
optimized using prevalent learning rates of 0.1–0.0001. In addition, overfitting is handled using
dropout and regularization techniques. Typically, the difference is training accuracy, and validation
is called overfitting, which must be addressed. Overfitting should be as low as possible for an ideal
model to predict test datasets accurately. Dropout is achieved by dropping a few network nodes
during the training process. After dropout, the batch size was tuned. The batch size defines the
number of instances to be propagated prior to updating the model’s parameters. In addition, the
pixel values should be adjusted before training and testing the model. The pixel values of the input
images should be normalized between 0 and 1. Here, the normalization process was performed,
dividing the pixel values over the maximum intensity value of 255.

Initially, the original VGG-16 architecture was applied to distracted-driver detection, and good
results were obtained in the training phase; however, during testing, the results were not so good
and resulted in overfitting. To overcome these issues, dropout was applied to improve the model’s
performance. In addition, weight regularization and batch normalization were used, significantly
enhancing the results and accuracy rate. It was found that this model could handle an average of
39 images per second. Tab. 3 presents the results of the system in the form of a confusion matrix
and Tab. 4 shows the class-wise accuracies for each of the 10 classes in the dataset. Another issue
with the core VGG-16 architecture is the number of parameters. As the number of parameters
was huge, memory problems were inevitable. To overcome this issue, the model was modified to
reduce the parameters by 75%, which reduced memory costs and improved accuracy.
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6 Results and Discussion

As can be seen from the confusion matrix, the “Driving Normal” and “Talking to Passenger”
classes are somewhat similar and were difficult to differentiate because the hand posture in both
images is on the wheel; thus, the lack of hand movement caused this misclassification. In addition,
the “Talking with the right” and “Texting with the right” classes were also mismatched and
difficult to differentiate because, in the images in these classes, the right is used and had to make
the action. This misclassification is the cause of a few temporal information of the image and its
analysis. As shown in Tab. 3, the “C0” and “C9” classes achieve almost near accuracy, and the
remaining classes also show promising results. The “Driving Normal” class obtained an accuracy
of 96.15% and the “Talking to Passenger” class obtained 95.19% accuracy. The best accuracy
(96.95%) was obtained for the “Operating the Radio” class (with class name “C5”). The worst
accuracy was obtained for the “Texting with Right” class (90.47%), as shown in Tab. 4. However,
real-time performance was realized with real-time dynamic data. To achieve real-time prediction
accuracy and apply the system to real images, the parameters list should be reduced. If the number
of parameters is large, computational overhead increases, which may lead to breaking the system.
The loss and accuracy of the proposed model is shown in Fig. 6.

Table 3: Confusion matrix of the proposed model on StateFarm Dataset

C0 250 3 1 0 0 0 2 0 2 9
C1 2 190 2 4 0 2 4 0 3 2

Actual label C2 0 4 218 0 0 3 6 0 0 0
C3 0 0 0 206 4 1 0 0 0 0
C4 0 2 0 0 210 0 1 1 0 0
C5 2 1 0 3 5 223 0 2 0 1
C6 0 0 3 0 0 0 217 0 0 0
C7 3 0 5 3 6 0 0 188 2 0
C8 2 7 0 1 0 0 0 3 176 0
C9 1 3 1 3 0 1 3 1 1 218

C0 C1 C2 C3 C4 C5 C6 C7 C8 C9
Predicted Label

Table 4: Accuracy of the proposed method for all ten classes

Classes Description Total samples Corrected predicted Predicted wrong Sensitivity (%)

C0 Driving normal 260 250 10 96.15
C1 Texting with right 210 190 20 90.47
C2 Talking with right 230 218 12 94.47
C3 Texting with left 220 206 14 93.36
C4 Talking with left 225 210 15 93.33
C5 Operating the radio 230 223 7 96.95
C6 Drinking 236 217 19 91.94
C7 Reaching behind 195 188 7 96.41
C8 Makeup 184 176 8 95.65
C9 Talking to passenger 229 218 11 95.19
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Figure 6: Loss and accuracy of the proposed method

7 Conclusions

Driver distraction is a major issue leading to a consistent increase in the number of vehicle-
related accidents. Drivers can become distracted by various activities, e.g., talking on the phone,
texting on the phone, eating, drinking, and talking to passengers. A system to detect such actions
and warn drivers to avoid them to reduce accidents is therefore required. The StateFarm dataset
was developed to facilitate such research and is available on Kaggle for public use. This dataset
comprises many images, each action is classified, and their images are listed separately. The total
number of actions (classes) in this dataset is 10. The dataset is divided into training and testing
data, where 70% of the data are dedicated to training and 30% for testing and validation. These
images were applied to deep learning to learn the image features and train the system with some
efficient models. These models were tested on the test images. In this study, the VGG architecture,
which has shown promising results in the past, was used. However, the VGG architectures include
a vast number of parameters. In this study, this parameter issue was handled, and our modified
VGG architecture achieved an accuracy of approximately 96.95%.

8 Future Scope

The current methodology is working fine, but, in the future, developing our own dataset with
a larger size and applying this methodology to further try and use the more intensive techniques
and customize the current methodology are desirable. Planned future work also includes develop-
ment of real-time detection of driver distraction and application of wireless techniques to impose
tickets on drivers based on images of driver distraction. Such a system would detect the distraction
and send a traffic violation ticket as a message to the driver’s mobile phone.
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