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Abstract: Hepatitis C is a contagious blood-borne infection, and it is mostly
asymptomatic during the initial stages. Therefore, it is difficult to diagnose and
treat patients in the early stages of infection. The disease’s progression to its
last stages makes diagnosis and treatment more difficult. In this study, an AI
system based on machine learning algorithms is presented to help healthcare
professionals with an early diagnosis of hepatitis C. The dataset used for
our Hep-Pred model is based on a literature study, and includes the records
of 1385 patients infected with the hepatitis C virus. Patients in this dataset
received treatment dosages for the hepatitis C virus for about 18 months.
A former study divided the disease into four main stages. These stages have
proven helpful for doctors to analyze the liver’s condition. The traditional
way to check the staging is the biopsy, which is a painful and time-consuming
process. This article aims to provide an effective and efficient approach to
predict hepatitis C staging. For this purpose, the proposed technique uses a
fine Gaussian SVM learning algorithm, providing 97.9% accurate results.

Keywords: Hepatitis C; artificial intelligence; Hep-Pred; support vector
machine; machine learning; hepatitis staging

1 Introduction

Hepatitis C is a disease affecting the human population on a global level. It is a blood-borne
infection that can spread through direct contact with an infected person’s blood or body fluids
containing blood. Almost 71 million people are chronically ill because of this disease worldwide,
and an estimated 399,000 people died of this disease in 2016 [1].
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According to the WHO (World Health Organization), hepatitis C is a global disease. The
WHO report also mentioned that 3–4 million people get a new infection of this virus every year.
Poor developing countries of Asia and Africa show the highest prevalence of this infection when
compared to developed countries in Europe and North America. Furthermore, in countries like
Pakistan, China, and Egypt, the number of people with chronic diseases is higher [2–4].

The hepatitis C virus shows symptoms only at the later stages. Around 80% of infected people
do not suffer any symptoms after getting an infection at the initial stages, leading to more liver
damage with increased mortality rates. There is no proper vaccine available for the hepatitis C
virus. Therefore, finding out the degree to which the liver of the affected patient is damaged
could help guide clinicians in the diagnosis and treatment of chronic infection, and aid them in
managing it properly. Proper management is crucial in the control of disease by preventing the
transmission of the virus among people [1,5–7].

Advancements in artificial intelligence (AI) help clinicians with the timely diagnosis and more
efficient treatment of patients. Research has been performed comparing AI to human efficiency
in the diagnosis of diseases. This research showed that AI was equally comparable to humans
in diagnosis, and actually outperformed human efficiency when compared to less experienced
doctors [8–12]. Herein, we develop an AI technique using previously available data collected from
1385 patients who got treatment dosages for the hepatitis C virus for about 18 months in Egyptian
patients [13].

The 29 attributes used in this study are provided by [13]. These are age, gender, BMI,
fever, nausea/vomiting, headache, diarrhea, fatigue, jaundice, epigastric pain, WBC, RBC, HGB,
platelets, AST 1, ALT 1, ALT 4, ALT 12, ALT 24, ALT 36, ALT 48, ALT after 24 w, RNA Base,
RNA 4, RNA 12, RNA EOT, RNA EF, baseline staging, and staging.

In 75% to 80% of hepatitis C cases, the hepatitis C infection’s progression into its last stages
happens as early diagnosis is not possible because of the lack of symptoms. Moreover, sometimes
patients with chronic conditions can take years to show symptoms. Then, at the last stage, the
liver’s functionality has been destroyed completely, making treatment difficult [14]. As Lok states
in an article cited in Michigan Medicine [15], the best treatment with the highest potential of
recovery is only possible when the disease is diagnosed at earlier stages. Lok further says that
patients infected with hepatitis C mostly show symptoms when they develop liver cirrhosis, increas-
ing the risk for such patients to develop liver cancer. Therefore, a useful and novel diagnostic
system for hepatitis C addresses the need for early diagnosis that could help clinicians offer timely
treatments to the infected patients. Also, early diagnosis will reduce the chances of transmission
of the virus to other people [16].

AI-based disease diagnostics and prediction techniques could help the timely diagnosis of
acute infections and chronic diseases. Keltch, Lin, and Bayrak (2014) implemented four different
types of AI techniques to the data available publicly for 424 hepatitis C patients. Their proposed
model helps to predict the stage of fibrosis by comparing results of standard serum markers to
the results taken from biopsies. Keltch et al. (2014) proposed novel approaches and other AI
techniques that could help predict hepatitis B and hepatitis C in millions of people worldwide
without performing biopsies, which could benefit the overall healthcare system. The authors
of [17] also suggest in their study that AI techniques could be applied to different kinds of
structured and unstructured healthcare datasets. The most popular artificial intelligence systems
include machine learning methods for structured datasets.
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Pietrangelo (2018) and Lok (2016) both insist that, in order to avoid complications due to
disease progression, the best results of treatment are only possible with the early detection of the
infectious stage. Therefore, treatment should be started as soon as possible. Lok and her team are
developing a novel system with the help of machine learning methods that could incorporate many
datasets to create more accuracy in predicting the risk of developing fibrosis and its progression
from mild to moderate [18–22].

In [23], 29 algorithmic parameters that are the symptoms of hepatitis C infection are used
to develop an AI technique for detecting human beings’ disease. A dataset has been made
publicly available by Kamal et al. (2019) from Egyptian patients who underwent treatment for
the hepatitis C virus for 18 months, including 29 symptom attributes. With the proposed diag-
nostic method, researchers, scientists, and health practitioners will also predict the infection stages
without requiring that patients go through liver biopsies.

2 Related Work

Research presented in [24] developed an artificial neural network (ANN) system using a data
mining approach on a large socio-medical dataset. This system can make a successful predictive
diagnosis of the patients who can potentially get hepatitis C virus infection.

Research conducted at the University of Michigan [25] stated that it is a big challenge to
reduce the disease management expenses for hepatitis C patients. Therefore, the scientists of
Michigan University developed a system using a predictive analytics algorithm to identify the
patients having a high risk. For further complications, the authors suggest that their algorithm
could help high-risk patients through immediate and effective treatment. The authors claim that
their system provides more accuracy when compared with former studies.

Further, authors in [26] identified how factors like gender and obesity could affect hepatitis C
infection prevalence among different populations. The study emphasizes the importance of all the
mentioned parameters in developing any system, whether manual or through AI, to get highly
accurate results and to acquire healthcare professionals’ most efficient treatment strategies.

In similar research, a significant difference is observed in patients for contributing factors like
sex, body mass index (BMI), bilirubin, alanine aminotransferase ALT, and other parameters. It is
found that the mean BMI value for male patients older than 60 years is lower than the female
patients that are younger than 60 years. Furthermore, it is concluded that higher BMI values mean
a high risk of early onset of hepatitis C complications in hepatitis C virus patients [27].

A comprehensive analysis of three data mining techniques is presented by [28], i.e., decision
trees, naïve Bayes, and neural networks, to predict hepatitis C virus infection.

The progress in the development of machine learning artificial intelligence techniques for
predicting esophageal varices (a complication of hepatitis C virus) in chronic hepatitis C patients
is discussed in [29]. Researchers of this study also mentioned that 9 variables among 24 are found
to be the most significant for analysis through their developed system.

Another research study [30] emphasizes the importance of decision tree learning algorithms
to achieve high accuracy in predicting hepatitis C virus infected patients, especially those at high
risk of developing advanced liver fibrosis because of hepatitis C virus infection. It can ultimately
decrease or even replace liver biopsy, an invasive method that has drawbacks. Several research
studies have been presented on hepatitis C, its prediction, and a detailed analysis thereof [31–37].
Similar examples can be found in [38–41]. These examples show that hepatitis C has a very
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severe impact and demands more research be done in order to succeed in combating this par-
ticular disease. Therefore, this article presents a prediction model, Hep-Pred, to be used against
hepatitis C.

3 Proposed Model

The proposed method of this research article is the novel model Hep-Pred. The complete
layout diagram of the proposed model is shown in Fig. 1.

Figure 1: Proposed for hepatitis c stage prediction

Fig. 1 shows that the proposed model is divided into four phases. In the first, the system
acquires a raw dataset from the UCI repository. The data contain many noise and garbage values,
which can lead the system toward the wrong prediction. So, at the second step (preprocessing),
the system cleans the dataset and then finds the dataset feature to perform classification. For
classification, the system uses the fine Gaussian support vector machine (SVM) algorithm. After
training, the system arrives at a decision.

The raw dataset contains a lot of noise, outliers, and garbage values. At the preprocessing
and feature extraction stage, the system removes these values under medical experts’ supervision.
After that, the proposed system finds the min and max value of selected features and saves them
for further processing.

Following preprocessing, the benchmark data is given to a fine Gaussian SVM for future
training. SVM is a supervised training algorithm and works on the hyperplane. The complete
mathematical description of SVM is discussed below.

The equation of the line is

x2 = fx1+ z, (1)

where f is a slope of the line, and z is the intersect; therefore

fx1− x2+ z= 0.
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Let x= (x1, x2)T and H= (f − 1) , then the above equation becomes:
−→
H.x+ z= 0. (2)

Eq. (2) is the hyperplane equation and derived from 2-dimensional vectors, but it can be used
for n number of dimensions.

The direction of a vector x= (x1, x2)T is written as H and is defined as

H= x1
‖x‖ + x2

‖x‖ , (3)

where

‖x‖ =
√
x21+x

2
2+x

2
3+ . . .x2n.

As we know that

cos (θ)= x1
‖x‖ and cos (α)= x2

‖x‖ ,

Eq. (3) can also be written as

H= (cos (θ) , cos (α))

−→
Hw.�x= ‖H‖‖x‖ cos (θ)

θ=β−α

cos (θ)= cos (β −α)

= cos (β) cos (α)+ sin (β) sin (α)

= H1

‖H‖
x1
‖x‖ + H2

‖H‖
x2
‖x‖

= H1x1+H2x2
‖H‖‖x‖

H.x= ‖H‖‖x‖
[
H1x1+H2x2

‖H‖‖x‖
]

�H.�x=
n∑

i=1

Hixi. (4)

The dot product can be computed as the above equation for n-dimensional vectors.

Let us suppose

L= y(H.x+ z).

If sign (L) > 0 then x is correctly classified and if sign (L) < 0 then x is incorrectly classified.
Let suppose M is the given a dataset, and the system computes L on training data, then

Li = yi(H.x+ z).
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Then Q is called the functional margin of the dataset.

Q= min
i=1...m

Li

In the comparison of hyperplanes, the hyperplane with the largest Q will be selected. Where Q
is called the geometric margin of the dataset, the main objective is to find an optimal hyperplane,
which means that the system needs to find the values of �H and z of the optimal hyperplane.

The Lagrangian function is

L (H, z, α)= 1
2
H.H−

m∑
i=1

αi [y : (H.x+ z)− 1]

∇HL (H, z, α)=w−
m∑
i=1

αiyixi = 0, (5)

∇zL (H, z, α)=−
m∑
i=1

αiyi = 0. (6)

From the above two Eqs. (5) and (6), we get

H=
m∑
i=1

αiyixi and
m∑
i=1

αiyi = 0. (7)

After substituting the Lagrangian function L, we get

H (α, z)=
m∑
i=1

αi −
1
2

m∑
i=1

m∑
j=1

αiαjyiyjxixj.

Thus,

max
α

m∑
i=1

αi−
1
2

m∑
i=1

m∑
j=1

αiαjyiyjxixj, (8)

subject to αi ≥ 0, i= 1, . . . , m,
∑m

i=1 αiyi = 0.

Because the constraints are inequalities, we extend the Lagrangian multipliers method to the
Karush-Kuhn-Tucker (KKT) conditions. The complementary condition of KKT states that

αi
[
yi

(
Hi.x

∗ + z
)− 1

] = 0, (9)

where X∗ is the point/points where we reach the optimum.

α is the positive value, and α for the other points are ≈ 0.

Hence,

yi
((
Hi.x

∗ + z
)− 1

) = 0. (10)
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These are called support vectors, which are the closest points to the hyperplane. According
to the above Eq. (10)

H−
m∑
i=1

αiyixi = 0,

H=
m∑
i=1

αiyixi. (11)

To compute the value of b, we get

yi
((
Hi.x

∗ + z
)− 1

) = 0. (12)

Multiplying both sides by y in Eq. (12), then we get

y2i
((
Hi.x

∗ + z
)− yi

) = 0,

where y2i = 1((
Hi.x

∗ + z
)− yi

)= 0

z= yi−Hi.x
∗. (13)

Then,

z= 1
E

E∑
i=1

(yi−H.x). (14)

E is the number of support vectors. Once we have the hyperplane, we can then use the
hyperplane to make predictions. Where the hypothesis function is

h (Hi)=
[+1 if H.x+b≥ 0

−1 if H.x+b< 0

]
. (15)

The SVM algorithm’s primary goal is to find a hyperplane that could separate the data and
find the optimal hyperplane.

4 Results and Discussion

For the results and simulation, Matlab R2018 was used. Different kinds of algorithms were
applied to the benchmark dataset for training, and the results of these algorithms are shown in
Tab. 1.

Tab. 1 shows that the fine Gaussian SVM gives the best results with a 97.9% accuracy rate
on 5 cross-validations. The confusion matrix and ROC graph of the proposed method are shown
in Figs. 2–6.
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Table 1: Accuracy of different algorithms on a benchmark dataset

Sr. No. Algorithm Accuracy (%)

1 SVM fine Gaussian 97.9
2 Boosted tree 64.1
3 Boosted tree 24.9
4 Rusboosted tree 24.9
5 Linear discriminant 81.4

Figure 2: Confusion matrix of proposed Hep-Pred

Fig. 2 shows the confusion matrix of the proposed method, and Figs. 3–6 shows the roc
graph of each class.

The traditional way to check the hepatitis staining is liver biopsy, a painful and time-
consuming procedure, so researchers endeavor to find an easy and accurate alternative. The
comparison of the proposed method with other researchers’ work is shown in Tab. 2. Tab. 2 shows
that the accuracy of an alternative proposed method [30] is less than Hep-Pred.
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Figure 3: Class stage 1 roc of proposed Hep-Pred

Figure 4: Class stage 2 roc of proposed Hep-Pred
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Figure 5: Class stage 3 roc of proposed Hep-Pred

Figure 6: Class stage 4 roc of proposed Hep-Pred
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Table 2: The comparison of the proposed method with other

Sr no. Algorithm Accuracy (%)

1 Decision tree 84.8
2 Fine-Gaussian SVM (proposed) 97.9

5 Conclusion

The liver is a vital organ of the human body, actively participating in the filtering of blood
coming from the digestive system, and is responsible for removing toxins. The proposed Hep-Pred
model will help doctors, and other paramedical staff, check a person’s liver health. The dataset for
simulation was collected from a UCI repository donated in 2019. A fine Gaussian SVM learning
algorithm is used for training the model. The model gives us 97.9% accurate results in 5 cross-
validations. In the future, we can enhance the model efficiency by adding more patients’ data.
Further, other liver diseases can also be considered for future research.
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