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Abstract:Guava is one of the most important fruits in Pakistan, and is gradu-
ally boosting the economy of Pakistan. Guava production can be interrupted
due to different diseases, such as anthracnose, algal spot, fruit fly, styler end
rot and canker. These diseases are usually detected and identified by visual
observation, thus automatic detection is required to assist formers. In this
research, a new technique was created to detect guava plant diseases using
image processing techniques and computer vision. An automated system is
developed to support farmers to identifymajor diseases in guava.We collected
healthy and unhealthy images of different guava diseases from the field. Then
image labeling was done with the help of an expert to differentiate between
healthy and unhealthy fruit. The local binary pattern (LBP) was used for the
extraction of features, and principal component analysis (PCA) was used for
dimensionality reduction. Disease classificationwas carried out usingmultiple
classifiers, including cubic support vector machine, Fine K-nearest neighbor
(F-KNN), Bagged Tree and RUSBoosted Tree algorithms and achieved 100%
accuracy for the diagnosis of fruit flies disease using Bagged Tree. However,
the findings indicated that cubic support vector machines (C-SVM) was the
best classifier for all guava disease mentioned in the dataset.
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1 Introduction

Agriculture is a major source of food, and provides a significant contribution to the econ-
omy [1]. Guava, known as “the apples of the tropics” is a common fruit of considerable
commercial and nutritional value. It is a rich source of vitamin C. Guava leaf supplements, in the
form of capsules and leaf teas, are widely used for their medicinal properties. Diseases of these
plants can reduce production and cause losses in both the variety and quality of the fruits. The
recognition and classification of plant diseases is an important topic of research [2,3]. However, in
recent years the production of guava has declined, due to fungal diseases including anthracnose,
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canker, styler end rot, fruit fly, algal spot, rust, and wilt. When diseases arise on the plants, they
cannot be seen with the naked eye. Accurate and fast diagnoses of the diseases, followed by
remedial measures, are necessary for sustaining the agro economy and, indirectly, human health.
Agricultural experts usually use visual observation to monitor disease [4,5], and this constant
requirement for expert oversight may be restrictively expensive in developing countries. In several
developing countries, farmers may need to travel long distances to meet agriculture specialists,
incurring significant costs [6]. Agriculturists also tend to be ignorant of non-local maladies.

Guava plants are prone to many diseases. In Pakistan, for example, anthracnose is a major
problem. In order to protect the plants from disease, it is important to be able to identify the
diseases rapidly and accurately, so the use of an automated detection system has many advantages.
Our research focused upon the detection and classification of diseases in guava. Images of
agricultural value suffer from several issues, such as the automation of plant disease identification,
the identification of multiple diseases, variability in the resolution of the images, partial occlusion
of plants due to surrounding vegetation, and variability in illumination and lighting conditions.
The challenge is to decrease the numbers of false positives and increase the accuracy of detection
and classification of infected regions.

The main aim of this work was to develop an automatic technique for identifying and
classifying regions of disease in guava plants. The following steps were performed to detect and
classify guava diseases using image processing techniques. Images of four types of guava diseases
were collected from the field, and labeled by experts to differentiate between healthy and unhealthy
fruits. We used YCbCr and red/green/blue (RGB) color representations in the preprocessing phase
to improve the contrast of the original image, facilitating the detection of infected regions in
the plant image. In the feature extraction phase, we used the LBP method, which is useful for
the improvement of the detection process. The color features were extracted from the segmented
regions. Feature level image fusion was used to sharpen image resolution and to improve the
classification of the image. Finally, we utilized multiple classifiers including C-SVM F-KNN,
RUSBoosted, and bag tree algorithms to classify four diseases regarding guava.

2 Background

2.1 Automated Image Analysis
Research into the automated detection of plant diseases has been of interest to researchers

for many years. Gavhale and Gawande built a model for the identification of different diseases
in plants using images of plant leaves. Their approach involved five stages. In step one, they
used a camera to capture initial image sets, and preprocessed these images to enhance the
images and color space. For segmentation, the infected regions were identified using edge, region,
and threshold-based segmentation techniques, and then texture, color features, and shape were
calculated. Finally, a neural network classifier was used to create texture feature taxonomy [7].
Deshpande et al. presented an established graded method for automated disease recognition in
pomegranate fruit. They processed the images and identified the disease after resizing, enhancing,
correcting, and removing shadow from the images. The K-means algorithm was used for the
detection of the affected parts of the leaves. Their approach provided good accuracy of identifi-
cation of the diseases [8]. Thilagavathi et al. [9] proposed a system for guava plant leaf disease
detection using image processing techniques, including the use of color transformation to facilitate
the detection of diseased areas, followed by classification using SVM and KNN.
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Gavhale et al. developed a framework for the identification of disease affected parts of citrus
leaves. They recognized the disease using image preprocessing techniques including image enhance-
ment, RGB color vector transformation, and K-means. They focused on feature extraction and
recognition to recognize diseases of the leaf. Texture and color feature extraction was done using
Gray Level Co-occurrence Matrix (GLCM) methods and an SVM classifier was used for disease
detection [10]. Ali et al. [5] presented a technique using color features and histogram of oriented
gradients (HOG) features, and achieved significant results for citrus disease. Sannakki et al. [11]
presented a model for the diagnosis of grape leaf diseases using machine learning methods. Images
of leaves from a digital camera were passed to thresholding, where green pixels were masked. Pre-
processing was done using the antistrophic diffusion method to remove noise from the leaf images.
Segmentation was performed using K-means clustering. GLCM was used to extract the texture
features of the affected portion. Afterwards, an artificial neural network (ANN) was applied to
achieve classification accuracy. Phadikar [12] suggested an automatic method for the detection of
diseases of rice leaves, which was built on morphological operations. An automatic system was
used to recognize the leaf blast and brown scratches of the rice plants. The feature extraction
of rice leaves viruses was accomplished by the mean filter pattern. Lastly, the Otsu segmentation
method was used to identify the infected part of images. The system produced precisions of 68.1%
and 79.5% for SVM and Bayes classifiers, respectively. Dey et al. [13] developed an automatic
system for the detection of leaf root disease using color features. Captured images were converted
into HSV to differentiate the rotted leaf area from the healthy leaf area. The segmentation of the
image was performed using the Otsu method. The threshold value was found on the “H” element
of the “HSV” model. To identify the rotted leaf area, the number of white pixels was multiplied
by a recognized calibration factor.

Khan et al. [14] proposed a new method for apple disease detection and recognition. Their
system comprised three major steps, including image preprocessing, spot segmentation, and extrac-
tion of features. The spots on apple leaves were enhanced using a fusion technique, which was a
combination of de-correlation, 3D box filtering, 3D-Median filtering, and 3D-Gaussian filtering.
In the second step, segmentation was done with the help of the Expectation-Maximization and
Strong Correlated Pixels algorithms. Finally, for feature extraction, the color histogram and LBP
were used. Rauf et al. [15] collected a data set of healthy and unhealthy citrus fruits and leaves
from the Sargodha Region Garden. The author used the data set for the finding and categorization
of citrus disease. The whole process consisted of preprocessing, segmentation, feature extraction,
and feature selection. In the first step, to enhance the image, Top-hat and Gaussian functions
were used. In the second step, segmentation was done by the use of weighted segmentation and
saliency maps. The segmented image was transferred to a feature extractor which extracted the
color, texture, and geometric features of images. In the next stage feature extraction was done
using Principal Component Analysis (PCA), skewness, and entropy. Lastly, the classification was
completed, to categorize each image instance according to its disease category. Adeel et al. [16]
proposed an automatic system for the identification of grape leaf diseases, and claimed to have
produced good results. Arivazhagan et al. [17] delivered a system to identify unhealthy areas of
plants based on textures. Initially, the images were transformed into the HSI color space. Features
such as energy, homogeneity, prominence, and cluster shade were then extracted. Finally, the
extracted features were categorized using an SVM classifier.

2.2 Guava Diseases
A comprehensive description of the major diseases of guava is given in [18].
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2.2.1 Anthracnose
Anthracnose is a fungal disease. It produces dipped, dark-colored cuts on mature fruit, which

may become covered in pink spores. The cuts combine to form large necrotic patches on the
surface of the fruit. Fungicides are used to maintain the disease. Fruit affected by anthracnose is
shown in Fig. 1a.

(a) (b) (c) (d)

Figure 1: Fruits affected by guava diseases. (a) Anthracnose (b) Algal spot (c) Styler end rot
(d) Fruit fly

2.2.2 Algal Spot
Algal spot is also fungal. It causes spots on the leaves and fruits, which reduce the photosyn-

thetic capacity of the plant. This disease does not produce major economic losses. Fruit affected
due to anthracnose is shown in Fig. 1b.

2.2.3 Styler End Rot
This disease is caused by infection with the ascomycete fungus Phomopsis. The major symp-

tom of this disease is discoloration in the region below the persistent calyx. This area slowly
enlarges and becomes dark brown and soft. Alpha naphthol is used to control the disease. Fruit
affected by styler end rot is shown in Fig. 1c.

2.2.4 Fruit Flies
Fruit flies carry a bacterial disease. The symptoms of the disease are depressions in the fruit

with dark-colored lesions and soft areas caused by larvae feeding on the fruit. The growth of
secondary rots frequently causes fruit to drop from the tree. Fruit affected by fruit fly is shown
in Fig. 1d.

3 Materials and Methods

Our proposed technique involves the following five stages: image acquisition, image labeling,
feature extraction and fusion, feature reduction, and finally classification. Fig. 2 is a graphical
representation of our methodology.

3.1 Image Acquisition
Images of guava plants were acquired from the field. Infected leaves and fruit were picked

from the plant and placed on a white background. While capturing the image, we adjusted the
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camera to capture the image with a white background for the fruit and leaf only. Our database
comprises 400 images covering four kinds of guava diseases: anthracnose, algal spot, styler end
rot, and fruit flies, and images of healthy fruit. Each image has dimensions 520 × 530 at 300 dpi.

Figure 2: Flow diagram of guava disease classification system

3.2 Image Labeling
We labeled the images with the help of an expert. Image labeling was done on all images,

whether the plants were healthy or not, based on the symptoms produced by each disease.

3.3 Feature Extraction
Feature extraction involves the transformation of raw data into a set of features. Features

play an important role in the field of image processing [19,20]. Numerous image preprocessing
techniques and methods are applied on raw images, including thresholding [21], normalization [22],
binarization, and resizing. In the fields of medical imaging and agricultural science, several kinds
of features are used, such as HOG, texture, color and many more [23]. Subsequently, different
feature extraction techniques like DCCN [24] are applied to get those features that are useful
in the classification and identification of different images. Feature extraction methods are useful
and proved to be very helpful in image processing application like face recognition, character
recognition etc.

In our methodology, we applied two methods for feature extraction. First, the color features
of the image were extracted, and then LBP method was applied to the dataset to obtain matrices
of images.

3.3.1 Color Features
The color features are very useful and more important because each pixel consists of

a different color [25]. The color features are calculated from three different types of color
spaces: RGB, YCbCr (Y′ is the luma component and CB and CR are the blue-difference and
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red-difference chroma components), and NTSC (a broader RGB color space). The calculation of
mean, skewness, entropy and standard deviation for each color channel is as follows:

The mean was calculated using the following formula:

Xi = 1
N

N∑
i=1

xXi =
1
N

N∑
i=1

x (1)

where Xi denotes the feature mean and N represents the total number of elements in the red
channel.

Standard deviation was calculated using the following formula:

σ =
√√√√( 1

N

N∑
i=1

(x−Xi)2
)

(2)

where σ denotes the standard, and N represents the total number of elements in the red channel.

Skewness was measured by the following formula:

ρ =
√√√√( 1

N

N∑
i=1

(
x−Xi

)3
(n− 1) δ3

)
(3)

where ρ is the variance.

Entropy was measured using:

H(x)= Ē[I(x)]= Ē [−log log(P(x))] (4)

where H(x) is the entropy of the sample variable x, Ē is the expected value operator, I(x) is the
information content of x, and P(x) is called the probability mass function.

3.3.2 Local Binary Pattern (LBP)
LBP is a graphic descriptor used in the field of pattern recognition [26,27]. LBP labels each

pixel of the selected image by thresholding the neighbors of each value and returning a binary
number. In general, LBP takes a 3 × 3 neighborhood of the pixel and assigns 1 as a binary
digit if the value of the neighbor of the center pixel is greater than that of the center pixel. The
LBP operator generates 0 if the value of the neighboring pixel is less than that of the center
pixel. After calculating 0 and 1 value for the neighbors, the eight neighbors of a center pixel
are assigned a decimal unsigned integer. The LBP standard method is obtained from the binary
process between a neighbor pixel ǧc and the center pixel ǧp, with the following formula:

LBPP,R=
p−1∑
p=0

s
(
ǧc− ǧp

)
2p (5)

where S (x)=
{
1, x≥ 0

0, x≤ 0

}
, p is several neighbors and r is the radius, ǧc is the neighbor pixel and

ǧp is the center pixel.
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3.4 Principal Component Analysis (PCA)
The resulting features may be very high dimensional in the case when features are fused,

and feature reduction algorithms are required to reduce the dimensionality. The traditional
approaches usually employed for feature reduction include PCA [28] and linear discriminant
analysis (LDA) [29]. PCA is a statistical method that uses an extraneous transformation to convert
a dataset of the correlated variables into a set of uncorrelated variables. For images, it creates an
uncorrelated feature space that can be used for further processing, instead of the original dataset.
PCA is a learning algorithm that is used to minimize the number of features in a dataset. PCA
reduce the number of features by finding a new set of features called components. These new
features are a mixture of the original features in uncorrelated form. In this method, fused features
are input to PCA, the covariance of the data points is found, and then the eigenvector and the
corresponding eigenvalues are found and sorted in ascending order. We used the 50 best features.
The formula for calculating the covariance is as follows:

cov (x, y)=
∑(

xi−x
)
(yi− y)

N
(6)

where xi is the value of x in the ith dimension, and x and y are their corresponding mean values.

3.5 Classification
The selected features were then fed to the classifiers. Five types of classifier that is KNN,

M-SVM, RUSBoosted Tree, F-KNN and Bagged Tree classifier [30] were used to classify the
images. The general architecture of the classification process is presented in Fig. 3.

Figure 3: General architecture of the classification process

Classification produces four values, true positive (TP), true negative (TN), false positive (FP)
and false negative (FN) in the form of a confusion matrix. Following classification, different
performance measures can be calculated, including accuracy, True Positive Rate (TPR), FN Tate
(miss rate), Positive Predictive Value (PPV) and area under the ROC curve (AUC).
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Accuracy is the number of TP and TN results out of the total numbers of instances evalu-
ated [20]. Sensitivity, also known as the TPR, is the number of positive cases which are classified
accurately by the classifier.

4 Results and Discussion

In this section, we present an analysis of the experimental result and review the performance
of the approach we developed. In general, the proposed technique focuses on the following
five steps i) image collection, ii) labeling, iii) feature extraction, iv) feature reduction and v)
classification, as depicted in Fig. 1. For the detection and classification of diseases of guava fruit
and leaves, LBP features were computed and passed to the various classifiers. Accuracies of 95.7%,
95.9%, 94%, 95.7%, and 100% were achieved for anthracnose, algal spot, styler end rot, and
fruit flies respectively using a Bagged Tree classifier. The performance measures of the proposed
technique in term of accuracy are shown in Tabs. 1, 3, 5, and 7 and the confusion matrices
are shown in Tabs. 2, 4, 6, and 8. The experiment was done based on a comparison with five
state-of-the-art classifiers, and Bagged Tree accomplished better results than other classifiers.

Table 1: Performance measures for on Anthracnose

Classifier TPR PPV FNR AUC Accuracy (%)

BT 94 97 4.3 0.97 95.7
F-KNN 92 96 5.4 0.92 94.6
C-SVM 92 96 5.4 0.97 94.6
W-KNN 89 95 7.5 0.95 92.5
RBT 79 85 16.1 0.98 83.9

Table 2: Confusion matrix of Anthracnose disease

Fruit type No. of images Unhealthy (%) Healthy (%)

Unhealthy 40 100 0
Healthy 40 6 94

Table 3: Performance measures on Algal Spot

Classifier TPR PPV FNR AUC Accuracy (%)

C-SVM 97.5 98.5 2 0.99 98
F-KNN 94.5 97 4.1 0.95 95.9
BT 94.5 97 4.1 0.97 95.9
W-KNN 92 95.5 6.1 0.97 93.9
RBT 81.5 46 15.3 0.95 84.7
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Table 4: Confusion matrix of Algal Spot disease

Fruit type No. of images Unhealthy (%) Healthy (%)

Unhealthy 40 95 5
Healthy 40 0 100

Table 5: Performance measures on styler end rot

Classifier TPR PPV FNR AUC Accuracy (%)

C-SVM 94.5 99 1.4 1.00 98.6
F-KNN 98.5 91 2.9 0.99 97.1
BT 93 59 4.3 0.93 95.7
W-KNN 87.5 87.5 5.7 0.91 94
RBT 61 95 10.0 0.94 90

Table 6: Confusion matrix of styler end rot disease

Fruit type No. of images Unhealthy (%) Healthy (%)

Unhealthy 40 89 11
Healthy 40 0 100

Table 7: Performance measures of Fruit Flies

Classifier TPR PPV FNR AUC Accuracy (%)

BT 100 100 0 1.00 100
C-SVM 98.5 99 1.1 1.00 98.9
F-KNN 98 99 1.1 0.98 98.9
W-KNN 92.5 96 5.3 0.98 94.7
RBT 74.5 45 19.1 0.97 80.9

Table 8: Confusion matrix of Fruit Flies

Fruit Type No. of images Unhealthy (%) Healthy (%)

Unhealthy 30 100 0
Healthy 30 0 100

5 Conclusions and Future Work

Guava is a product of the tropical areas of the world, and plays an important role in the
economy of Asia, especially in Pakistan. The detection of guava plant diseases is an important
issue in agriculture. Many classifiers and techniques have been used to detect guava diseases.
In this work, we used image processing techniques to detect diseases in guava. An automatic
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framework was developed to support farmers in the detection and classification of major diseases
in guava. We selected four types of guava plant diseases: anthracnose, algal spot, fruit flies, and
styler end rot. These images were collected from from the field. The LBP was used for the
extraction of features, and principal component analysis was used for dimensionality reduction.
The techniques achieved accuracies of 95.7%, 95.9%, 94%, 95.7%, and 100% were achieved for
anthracnose, algal spot, styler end rot, and fruit flies respectively using a Bagged Tree classifier.
The proposed methodology provides efficient results. The assessment of the classifiers for large
datasets, using the present methodology can be attempted in future.
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