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Abstract: Heart disease is the leading cause of death worldwide. Predicting
heart disease is challenging because it requires substantial experience and
knowledge. Several research studies have found that the diagnostic accuracy
of heart disease is low. The coronary heart disorder determines the state that
influences the heart valves, causing heart disease. Two indications of coronary
heart disorder are strep throat with a red persistent skin rash, and a sore throat
covered by tonsils or strep throat. This work focuses on a hybrid machine
learning algorithm that helps predict heart attacks and arterial stiffness. At
first, we achieved the component perception measured by using a hybrid
cuckoo search particle swarm optimization (CSPSO) algorithm. With this
perception measure, characterization and accuracy were improved, while the
execution time of the proposed model was decreased. The CSPSO-deep recur-
rent neural network algorithm resolved issues that state-of-the-art methods
face. Our proposed method offers an illustrative framework that helps predict
heart attacks with high accuracy. The proposed technique demonstrates the
model accuracy, which reached 0.97 with the applied dataset.

Keywords: Machine learning; deep recurrent neural network; effective heart
disease prediction framework

1 Introduction

Heart disease is the leading cause of death worldwide. Shortness of breath, physical short-
comings, and swollen feet are typically the indicators of heart disease (HD). In some cases clinical
authorities are not available to treat the coronary illness and examinations are time-consuming.
HD diagnosis is generally made by a specialist who examines the patient’s clinical history and
creates a physical evaluation report. However, the outcomes are often inaccurate. Therefore, it is
critical to build up a non-invasive structure that depends on classifiers of artificial intelligence (AI)
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(machine learning) for diagnosis. Using expert decision structures that depend on AI classifiers and
the utilization of artificial fleecy reasoning can reduce the death rate from HD. A vital indicator
of cardiovascular disease is arterial stiffness. In any case, the advancement of heart failure (HF)
is limited to two assessments that sometimes offer conflicting information on confirming arterial
stiffness. Additionally, there are two separations between HF aggregates, but no assessments.
They are unmistakably identified by arterial stiffness [1,2]. This is dictated by measuring the
time taken for the constrain wave to travel between the femoral artery and the carotid, which
typically can only be measured via an external examination [3]. By assessing the range over the
carotid arch and femoral waveform, taped with a tonometer, the time worth can be determined.
Blood vessel reflection can be assessed to a certain degree by putting a tonometer of a fringe
vessel and following certain procedures [4]. In data mining, the extraction of covered perceptive
and imperative data from a large amount of data can be used to build new information [5,6].
Using data mining strategies to uncover critical information has been considered an approach
to enhancing the evaluation and precision of social protection organizations while striking down
the human administrations’ charge and analysis length [7]. HD patients utilize a data-based
strategy to predict 1-(present moment), 5-(medium-term), and 9-year (long-term) results and how
to reproduce the markers [8]. For more accurate recognition of the disorder symptoms, the density
peak clustering (DPC) algorithm, which groups disease symptoms by a disease diagnosis and
treatment recommendation system, is utilized [9]. It is capable of diagnosing a patient with HD.
The momentum strategies use the best assortment [10,11]. Component extraction is a feature
that can improve accuracy. To increase the accuracy, the suggested procedure uses a method
for predicting HD: the effective HD prediction system (EHDP). EHDP is based on a hybrid
machine learning algorithm. Receptive information on arterial stiffness, aortic, and mitral was
more deplorable than models with rehashed inside and out neural organizations relying upon
more than 50 prescient properties. The qualities were commonly full scale; be that as it may, the
dataset had comparative numeric credits. The device finishes the execution of the proposed EHDP
technique. The proposed method is investigated in terms of explicitness and accuracy.

The remainder of the article is organized as follows: Section 2 presents a summary of
recent research studies. Section 3 elaborates on the structure of the EHDP system. Section 4
demonstrates the specific working limits of the proposed EHDP technique by utilizing a proper
mathematical model. Section 5 discusses simulation results. Section 6 presents a discussion and
the authors’ conclusions.

2 Literature Review

Alty et al. [12] present the possibility of diagnosing cardiovascular disease without having a
blood test for fatigue. Ordonez et al. [13] proposed utilizing search constraints to decrease the
number of limitations. This is done by looking for association rules in a preliminary set, then
affirming them in the self-governing confirmation set. The clinical essentialness of the determined
condition is estimated by help, affirmation, and lift. The standards of association apply to a
file containing the clinical details of coronary HD patients. In the medical system, attachment
laws include cardiac perforation assessments and risk factors associated with disease in four clear
behaviors. Checking prerequisites and a test set assessment basically reduce the number of alliance
rules and lead to better effectiveness.

Pilt et al. [14] examined the down-study at an emergency clinic. The Estimate Complex
incorporates 10 physiological image chronicle channels and reference devices: Spigmocore, arteri-
ography, etc. Dhote et al. [15] The conduct of swarm intelligence is the social frameworks, for
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example, peculiar creeps, ants (state movement of pterosaur creepy crawlies, ACO), and winged
creatures. In this paper, particle swarm optimization (PSO) and the cuckoo search (CS) algorithms
are swarm intelligence-based methods used for data collection.

Shaikh et al. [16] proposed a novel framework using a data mining procedure, specifically
naïve Bayes, and a Java application where the client reacts to predetermined inquiries. This
recovers the secure information from a fixed dataset and arranges an informational index. It can
also answer complex questions in order to diagnose coronary HD and empower social protection
experts to make clinical decisions that cannot be taken by truly solid frameworks.

Jabbar et al. [17] proposed an organization of passionate help for disease prediction. Data
mining strategies were used to determine whether a patient suffers from HD or not. Hidden Naïve
Bayes (HNB) is a data mining model that removes the restrictions of the traditional naïve Bayes
approach. Our particular model cases can be applied in HNB HD grouping (prediction).

Anderson et al. [18] proposed for myocardial dead tissue, coronary HD (CHD), demise from
CHD, heart attack, HD, and change from cardiovascular infections.

Gadekallu et al. [19] proposed a smart diagnosis system using CS with a rough set theory for
feature reduction and disease prediction with a fuzzy logic system. All discussed methods [12–19]
were based on single-machine algorithms. We identified this gap and proposed a hybrid approach
to improve prediction accuracy.

3 System Model and Technique

The issue reasoning of the data mining technique and the five estimations are delineated in
Section 3.1 as a comparable issue course of action. The particular structure can be derived from
the model presented in Section 3.2.

3.1 ProblemMethodology
Solanki et al. [20] have proposed a data mining technique for acute rheumatic fever (ARF).

In Turkey, this is a disease with a high rate of incidence. To create a diagnosis for this kind of
disease, we utilized the data request model specific to this ailment. The exploratory assessment
prompted five unique evaluations of the frequency of ARF. New data appraisal frameworks might
be related with this disease. It was necessary to find models that have not been successfully
approved. Data processing of existing records and data stores may eventually improve the data
related to the cause of ARF. The naive Bayes model is a systematic control system that initiates
late-accumulated information. These systems learn a variety of tasks, as they can be drilled by
extracting information when the process reaches a specified level of accuracy [20]. A fundamental
test in the utilization of the Decision Treecomprehends the credits and all the evaluations that
ought to be considered as root network focuses. It controls and knows the selection of highlights.
We have diverse credit confirmation strategies to see the property that can be considered as a root
note in each gage [21].

3.2 System Model
The proposed structure of the particular task is shown in Fig. 1. It is used to order infor-

mation from a given guidance document, alongside the consolidated algorithm. To obtain an
accurate estimation, we recommended the EHDP for determining why artery stiffness is subject to
a combination of AI figuring’s. The goal is to build the necessary level of precision and reduce the
false recognition rate utilizing confirmation technique arranging with progression strategies. This
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paper proposes to join CS and PSO smoothing out and a critical monotonous neural system to a
coordinated methodology which will increase accuracy for better outcomes. The show is evaluated
liable to organized contemplations of these frameworks in the dataset.

Feature selection 
using CSPSO algorithm

Feature extraction 

Effective prediction 
using DRNN

Calculate predicted label

Load data 

Data preprocessing

Figure 1: Framework model of a proposed CSPSO-DRNN calculation

4 Overview of CSPSO

4.1 Particle Swarm Optimization
The swarm {Ai, i = 1, . . . ,N}, N is approved in standard PSO with Ps particles. In the D-

dimensional range, the ith particle Ai = {ai1, . . . , aiD} is an inherent solution to the problem being
investigated. ith particle velocity is Bi = {bi1, . . . , biD} In the ith particle, the most desirable location
of the tth level is shown as Pbesti (t) = {Pbesti1 (t) , . . . , PbestiD (t)}, whereas the most suitable
position of the entire swarm is described as Gbest(t)= {Gbest1 (t) , . . . ,GbestiD (t)}. According to
the (t+ 1)th step, the new state of the ith particle is determined as follows:

aij (t+ 1)= aij (t)+bij(t+ 1) (1)

bij (t+ 1)=ω× bij (t)+ c1 × rand1× [
Pbestij (t)− aij (t)

]+ c2 × rand2×,

[Gbestij (t)− aij (t)], (2)

where aij(t) is the particle dimensional particle position; bij(t) is velocity with respect to dimension;
w is a factor of inertia weight; c1 and c2 are acceleration coefficients; and rand1 and rand2 are
uniformly dispersed arbitrary values in the domain [0, 1].

4.2 Cuckoo Search
4.2.1 Cuckoo Search Steps

A cuckoo search is a popular variant of a natural metaheuristic mechanism and an aggressive
selection strategy for solving problems. There are three ideal rules. The last of these is the intro-
duction of an innovative random decision algorithm. pa and n are the host nests to create new
nests. The optimization problem to be resolved is defined as a goal function f (A) ,A= {a1, . . .aD}
on a D-dimensional interval. To refine the PSO-CS algorithm’s structural features, we determined
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CS and PSO variables. The essential function of CS is to search for a new group of Ai(t+ 1)
nests. Current nests are accomplished by employing the Lévy flights that are given as follows:

xij (t+ 1)= xij (t)+∝
⊕

Lévy (λ) , (3)

where α is the step size, ⊕ denotes entry-wise multiplication operation, and λ is a parameter of
the Lévy flight.

4.2.2 Lévy Flights
A Lévy flight is an arbitrary step length type that includes a Lévy circulation. It is embedded

into the CS calculation to obtain a constant inquiry design without a Lévy size. It has been
demonstrated that Lévy flights can boost the productivity of discovering assets in a dangerous
condition, as shown in the following equation:

L (s,γ ,μ)=
⎧⎨
⎩

√
γ

2π
exp

[
− γ

2(s−μ)

]
1

(s−μ)3/2
0< μ < s< 0

0 otherwise

⎫⎬
⎭ (4)

If μ > 0, the system step response is low. γ is a parameter scale.

In Mantegna’s calculation, the progression length s  can be determined by

S= u

|v| 1β
. (5)

u and v indicate normal distribution and are calculated respectively by the following equa-
tions:

u∼N
(
0,σ 2

u

)
,

v∼N
(
0,σ 2

v

)
,

where

σu =
{

	 (1+β) sin (πβ/2)
	[(1+β) /2]β2(1+β)/2

}
,1/β (6)

σv = 1. (7)

Here, the Gamma function 	(Z) is obtained as follows:

	 (z)=
∫ ∞

0
tz−1e−tdt.

If z= n, the Gamma function is calculated using the following formula:

	 (n)= (n− 1) !
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5 Cuckoo Search-Particle Swarm Optimization Algorithm

In PSO, ⊕ is said to be a work-related entry product but the random walking in Lévy crash
is best tested in the research area. Since the distribution of the law of power is often tied to
certain dimensionless quantities, a Lévy flight in combat models may show self-similarity and
fractal performance. Typically, to develop the PSO, Lévy flight performance is assumed to replace
the random search conventional PSO algorithm. Consequently, the modified PSO algorithm is
characterized as CSPSO.

5.1 CS-PSO Algorithm
PSO lookup is influenced by the random variables rand1 and rand2 if we define the param-

eters c1 and c2 as standard values. A Lévy flight for random step length change was generated.
The generated CS-PSO algorithm is as follows.

Step 1. Initialization of parameter priority values, for example, minimum and maximum
weights (Wmin and Wmax, respectively), swarm population size (N), coefficients (C1 and C2), and
acceleration.

Step 2. Mention of each particle’s lower and upper limits and velocities in various regions.

Step 3. Random initialization of the first generation in the defined space:

Ai = {ai1, . . . ,aiD} , i= 1,

while t<Max Generation.

Step 4. Computation of every particle’s fitness function f (Ai)= fi. The best position Pbesti(t)
and the best position of the entire swarm Gbest (t) are found (similarly to finding those in PSO).

Pbesti (t+ 1)=
{
ai(t+ 1) if f (ai (t+ 1)) < f (ai (t))
Pbesti otherwise,

}

Gbest (t)=min {Pbes1 (t) , Pbes2 (t) , . . .PbesN (t)} . (8)

Step 5. Gathering of A friction Pa of the most un-performing particles as a component of
the fitness function. These must be dropped, and afterwards, the substitution of the haphazardly
delivered particles is occupied with the predetermined investigation space (as with CS).

Step 6. Upgrading of the weight w of the inertia by utilizing the following formula:

w=Wmax−Wmax−Wmin

T
× t. (9)

Based on Eqs. (1) and (2), the velocity Bi and position Ai of each particle can be updated.
In Eqs. (4)–(7), Lévy flight pattern parameters rand1 and rand2 vary and are different from those
of the former PSO (hybrid of PSO and CS).

bij (t+ 1)=ω× bij (t)+ (c1⊕Lévy (λ))× [
Pbestij (t)− aij (t)

]+ (c2⊕Lévy (λ))× [
Gbestij (t)− aij (t)

]
,

(10)

aij (t+ 1)= aij (t)+ bij (t+ 1)

Step 7. Increasing of iteration step (t= t+ 1). A stopping criterion is the final value of the
fitness function, such as a different heuristic algorithm. If the termination standards are not met,
go back to step 4. If they are met, proceed to the final step to solve the optimization problem.
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Step 8. Enumeration of the optimization results. The proportion of the swarm population
N depends on the size of the problem. Parameters depend on the hybrid algorithm problem,
such as PSO algorithms and conventional CS. By utilizing the conventional PSO with a Monte
Carlo method, a combination of fixed parameters is achieved; therefore, the proposed technique
demonstrates better performance and provides an effective mechanism for selecting the parameters.
Furthermore, 	 (z) = ∫ ∞

0 tz−1e−tdt is performed by the Gamma function 	 = gamma(z) in MAT-
LAB. The weight of the inertia changes from Wmin to Wmax. Pa inertia weight friction controls
the use of an arbitrary significant distance investigation technique, mirroring the probability of
whether the nest is deserted or refreshed. The higher the estimation accuracy of this parameter,
the closer the search cycle is to the irregular inquiry.

5.2 Deep Recurrent Neural Network
A deep recurrent neural network (DRNN) is a type of artificial neural network in which

connections between nodes form a directed graph along a temporal sequence with deep learning
approaches. It includes a discontinuous s nerve system of a single monodirectional disguised sur-
face, express valuable sort, how the latent elements, recognitions interface was genuinely optional.
It is not a significant issue as long as we can show different kinds of associations. They included
the sheet to fix the issues of the perceptron. The extra nonlinearity has the incorporate pick with
the trickier degree of inner RNNs. Well, the models of progression have the other applied LSTM
and it was essentially based on the underneath discussion. They use different surfaces instead of
a single perceptron. The unaltered LSTM has the instrument to leave or further refine it. The
autoregressive model work has the variable tropid. It has the many parts which portray a system
of LSTM. Each head of LSTMs has the different stacks. Solution is a high versatile instrument,
on account of the mix of a couple of essential surfaces.

5.2.1 Function of Dependencies

They have the small batch assumed by the step-up time Xt ∈Rnxd (examples number: n, input
number: d). The l (l= 1, T) hidden layer from the hidden state was (concealed units’ number: h)
the variable of yield layer (quantity of yields: q).

H(1)
t = f1(Xt, H

(1)
t−1 (11)

H(1)
t = f1(H

(l−1)
t , H(1)

t−1 (12)

Finally, the yield surface is just found in the concealed condition of the shrouded surface. We
utilize the yield work g to denote this:

Ot = g
(
H(L)
t

)
(13)

Similar to the perceptron’s multilayer, the quantity of concealed surface and the unit of
number was h shrouded as hyperparameters.

5.2.2 Recurrent Neural Network
The technique RNN [21–23] has the phony nerve framework which expands the common

feedforward neural framework. Unlike a feedforward neural framework, an RNN can continue
with the sequential commitments by having an irregular covered express whose inception at every
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movement is an endless supply of the past development. Hence, the framework can show a
dynamic common lead. An RNN revives its irregular covered position ht as

mt =
{
0, if t= 0
ϕ(mt−1 ,at), otherwise

(14)

φ is a nonlinear capacity. In the customary, the intermittent shrouded state’s update rule in
the RNN method is generally actualized as

mt = ϕ (Wxt+Umt−1) . (15)

W and U are the coefficient lattices. Let p(a1, a2, . . . , aT ) be the succession probability that
can be decayed as

p (a1,a2, . . . ,aT)= p (a1) . . .p (aT |a1, . . . aT−1) . (16)

At that point, every contingent likelihood dissemination may be demonstrated by a repetitive
system:

p (at |a1 , . . . , at−1)= φ (mt) . (17)

From Eqs. (11) and (12), we obtain ht. The motivation of this work was clear: a pixel of
hyperspectral goes about data of progressive as opposed to vector component; along these lines, a
discontinuous framework can be grasped to show the supernatural plan. As a huge aspect of the
significant adjusting family, RNNs have started to exhibit promising results in numerous AI and
PC vision research efforts. Regardless, this is seen as difficult to prepare the RNNs to oversee long
take back to back data, as the points will all in all dissipate. One way of addressing this issue is to
structure a more complex intermittent unit. An irregular layer with standard redundant disguised
units is shown in Eq. (2), which basically determines a weighted direct all out of wellsprings of
data and subsequently applies a nonlinear limit. The commencement of the LSTM units can be
prepared as

mt = ot tanh (ct) . (18)

tanh (·) is the hyperbolic tangent function. The yield entryway is refreshed as

ot= σ (Woixt+Wohmt−1 +Wocct) . (19)

σ (·) is a calculated sigmoid capacity, and W terms signify weight grids.

The conditions, figures both entryways are given by

it= σ (Wiixt+Wihmt−1+Wicct−1) (20)

ft = σ
(
Wf ixt+Wfhmt−1 +Wfcct−1

)
.

6 Results and Discussions

This section discusses the number of patients suffering from coronary diseases, basic patient
details, and the impression a huge scope extent using proposed cuckoo search and particle swarm
optimization (CSPSO). The total number of all outpatients was 200, of whom 97 (48%) were
male and 103 (52%) were female. 10.4 was the extent of the adolescent’s first attack, from the
period of 4 to 16. The conventional data of a solitary one was not added to the outline and left
clear in light of the fact that the date of their first attack was not chosen. The information of 41
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patients was not open, and as a result, they were unable to join into the pieces of information. The
ordinariness of the essential assault subject to the dates in the first dataset appears. As necessities
might be, for the most part, 66 patients in winter and 53 patients in spring are the fundamental
attacks that occurred. In the fall, 37 patients had their first attack, and in summer, 44 patients had
theirs. The normal age at when the patients guided a clinical community for enlistment was 15.1
years, with the age degree of 4–25. 14.3 days was of hospitalization break; nonetheless, the days
were moved from 2 to 51. Of the 13.42% of patients on the dataset (27), 66.16% unexpectedly
suffered from other various diseases.

The majority of the 104 patients were put into the “withdrew” class, which declared the
progression of their use of medications. Of the total number of patients, 98.4% used benzathine
penicillin; 77.60%, cerebral torment medicine, 65.66%, procaine penicillin; and 62.67%, cortisone.
Furthermore, the speed utilization of different drugs, for instance, antagonism with analgesics,
antifebrile, and hypersensitivity pills, was 52.22%. Highlights demonstrating the significant assault,
movement, and speed of responsibility in mitral and aortic valves were utilized to examine the
patient’s condition. Patients were classified as “recuperated” (46), “unaltered” (30), and “advanced”
(21). The dataset of “straight out” was offered from the assessment of diagnostic features with the
outcome information, unmitigated qualities, numerical are the dependent with a vast, most observ-
able pace of recognizable proof of patients’ actual models of carditis, generally not quite the
same as those underneath Korea. There were no records of a patient with erythema marginatum
and subcutaneous nodules. Patients’ diligent adaptability of little standards, proof of expansion
in raised aggravation markers, and deferred PR stretch is seen through and through.

The usage coordinates derived from the strategies can be found in Tabs. 1–3. As indicated
by the outcomes derived from all the techniques, the strategy with the most significant exactness
rate is the organization procedure (80% arrangement, 20% testing) utilizing the hold-strategy. The
disarray of the best performing CSPSO calculation is in the given structure.

Considering the results shown in Fig. 2, the precision is pronounced as the model test set;
where the model is arranged effectively, and in the light of the given result, the higher reach
exactness is resolved. Here, the measure of records expected to be compelling is isolated from the
models by the number of random grids. By consolidating the two computations, we improved the
proposed precision. This is the most elevated reach model exactness in the numeric dataset as per
the predetermined estimation. The advancement of CSPSO was coordinated to get a more exact
improvement than that of the past method.

Table 1: Comparative analysis of precision results

Integer datafile HO
(80/20)

HO
(70/30)

HO
(60/40)

CV
(5 f)

CV
(10 f)

CV
(15 f)

BS
50

BS
100

BS
200

CS Precision 0.53 0.61 0.62 0.69 0.72 0.72 0.73 0.71 0.70
PSO Precision 0.55 0.60 0.64 0.70 0.71 0.70 0.76 0.73 0.77
CSPSO-DRNN Precision 0.59 0.63 0.67 0.73 0.78 0.80 0.82 0.84 0.87
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Table 2: Comparative analysis of accuracy and recall results

Categorical dataset HO
(80/20)

HO
(70/30)

HO
(60/40)

CV
(5 f)

CV
(10 f)

CV
(15 f)

BS
50

BS
100

BS
200

CS Accuracy 0.72 0.75 0.72 0.76 0.82 0.84 0.79 0.86 0.91
Recall 0.54 0.63 0.57 0.66 0.76 0.74 0.69 0.82 0.92

PSO Accuracy 0.73 0.70 0.75 0.78 0.80 0.79 0.77 0.87 0.94
Recall 0.50 0.60 0.59 0.65 0.72 0.79 0.83 0.81 0.90

CSPSO-DRNN Accuracy 0.76 0.80 0.83 0.85 0.87 0.9 0.91 0.94 0.97
Recall 0.58 0.65 0.62 0.74 0.80 0.82 0.85 0.90 0.95

Table 3: Comparative analysis of F1 measure and error factor

Dataset categories HO
(80/20)

HO
(70/30)

HO
(60/40)

CV
(5 f)

CV
(10 f)

CV
(15 f)

BS
50

BS
100

BS
200

CS F1-measure 0.65 0.72 0.74 0.77 0.72 0.81 0.83 0.88 0.90
Error factor 0.20 0.18 0.29 0.32 0.31 0.35 0.36 0.38 0.42

PSO F1-measure 0.63 0.69 0.73 0.75 0.79 0.80 0.81 0.89 0.88
Error factor 0.15 0.17 0.28 0.35 0.34 0.33 0.35 0.41 0.40

CSPSO-DRNN F1-measure 0.68 0.73 0.75 0.79 0.81 0.84 0.91 0.93 0.96
Error factor 0.10 0.11 0.26 0.27 0.29 0.31 0.33 0.35 0.38

6.1 Performance Evaluation Matrix
The accompanying measurements were determined for assessing the performance of the devel-

oped framework. Based on these measurements, one can choose which method is most appropriate
for this work.

6.1.1 Accuracy
Accuracy refers to the precision of the model’s exhibition. Exactness is the measurement for

assessing grouping types. Eq. (21) estimates solitary class exactness.

Accuracy = TP+TN
TP + TN + FP + FN

(21)

6.1.2 Precision
Precision refers to the percentage of the number of true positives by which the model opposes

the number of positives. The precision estimate for a class is given by the following:

Precision = TP
TP +FP

. (22)
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Figure 2: Analysis of (a) accuracy, (b) error factor, (c) F1 measure, (d) precision, (e) recall
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6.1.3 Recall
Recall indicates an actual fixed rate, which implies the number of incentive points in the

model cases rather than the actual number of positive points in all information. A privacy recall
is provided in the companion status:

Recall = TP
TP+FN

. (23)

6.1.4 F1 Measure
Eq. (24) gives the outcome of F1 could check a pattern similar to the F1 result. It is a

powerful measure of model accuracy and revision. The idea of creating a uniform class.

F1measure= 2 ∗TP
2 ∗TP + FP + FN

. (24)

7 Conclusion

The proposed work leverages the CSPSO hybrid algorithm for decision systems through the
deep recurrent neural network (DRNN). The DRNN was utilized for aortic and mitral change
models which did not meet quality requirements. Subsequent to testing, we proposed the use of
CSPSO-DRNN to make the structure more accurate in predicting coronary disease. Compared to
conventional PSO and CS techniques, our method demonstrated higher accuracy, precision, recall
and F1 measure in effective heart disease prediction (EHDP) based on the proposed CSPSO-
DRNN system. In future work the proposed technology will be considered for further enhancing
the performance and efficiency on EHDP, will also involve testing the algorithm based on real-
time data received from sensors.
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