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Abstract: Feelings influence human beings’ decision-making; therefore, incor-
poration of feeling factors in decision-making is very important. Regret and
rejoice are very important emotional feelings that can have a great impact
on decision-making if they are considered together. While regret has received
most of the attention in related research, rejoice has been less considered
even though it can greatly influence people’s preferences in decision-making.
Furthermore, systematically incorporating regret and rejoice in the multi-
criteria decision-making (MCDM)modeling frameworks for decision-making
has received little research attention. In this paper, we introduce a new multi-
attribute selection procedure that incorporates both regret and rejoice to
select the best choice. We utilize the positional advantage operator concept
to develop regret and rejoice mathematical equations, and prove them. The
proposed MCDM procedure that incorporates these two emotional factors
offers a decision-maker the flexibility to trade off some benefits in order to gain
a state of psychological satisfaction. More specifically, regret and rejoice are
presentedmathematically to enable the decision-maker to determine the values
of regret and rejoice, and then make the decision in which the rejoice value is
higher than the regret value. To test the performance of this new procedure, we
apply it to three numerical examples proposed in previous works. The results
are matched with those obtained by other methods such as the regret model,
VIKOR, PROMETHEE I, andPROMETHEE II, thereby proving the efficacy
of the new procedure.

Keywords: Multi-criteria decision-making; positional advantage operator;
regret; rejoice

1 Introduction

For many years, decision-making methods and decision-support systems have been proposed
to support decision-makers (DMs) in the use of effective decision-making processes. Multi-criteria
decision-making (MCDM) methods are considered the most common decision-making method-
ologies in various fields, such as the science, business, and engineering. There are a vast number
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of MCDM methods, some of which are based on an underlying assumption that the mythical
rational individual does not take into account the influence of aspects of behavior like feelings.

According to [1] the rational decision-making requires emotion and leads to the concept of
emotional rationality. He mentioned that happiness and sadness are the feelings experienced most
by human beings. In contrast, the author in [2] insisted that the feeling of happiness is the most
frequently experienced feeling by people. Happiness has also received scientific attention since the
early days of psychology research.

With respect to post-choice feeling, a DM may feel regret when he makes the worst decision,
and he may feel rejoicing when the chosen decision yields the more favorable alternative. The
feelings of regret and rejoice are parts of the human feeling experience, their roles in complex
decisions have been widely debated. Unfortunately, there are many unresolved issues such as the
impact of these emotional factors have on the decision-making problems and how these factors
can play an important role in evaluating decisions.

In literature, the incorporation of the feeling of regret in MCDM have been proposed in
several research papers. However, the integration of regret and its counterpart, rejoice, tends to
be an important consideration in decision-making [3]. Moreover, a decision that is solely derived
from regret may be considered deficient and/or irrational.

Decisions can be changed because people’s rational preferences may change due to feelings of
rejoice. In support of the importance of the DM’s rejoice in decision-making, the author in [4]
proposed a hypothetical example that explains how rejoice could affect decisions. This example
explains the decision process for buying a car, and how rejoice feeling can change the decision of
customers based on two scenarios.

Scenario 1: The dealer offers two cars to the customer: car A, which is less expensive than
car B and has acceptable quality, and car B, which is more expensive and has better quality than
car A. In this case, the customer might choose to buy car A because it is less expensive than car
B and has acceptable quality.

Scenario 2: The dealer offers three cars to the customer: car A, car B (both have the same
values as in Scenario 1 for the cost and quality criteria), and car C (which has been publicized
by the media, is the most expensive of the three cars, and has a little better quality than car
B). Due to the introduction of this third car by the dealer, the customer may change his or her
decision and choose to buy car B instead of car A, even though the criteria values for cars A
and B remain the same as in Scenario 1. When the customer compares car B with car C, he or
she feels very happy because he or she will get a great deal: a car with almost the same quality
as and less cost than car C.

This example shows how the anticipated feeling of rejoice can unintentionally reverse the
DM’s preference between cars A and B. The author in [4] called the third car a phantom
alternative. In reality, the customer will never choose car C, but because of its existence, the
customer changes his or her choice on the basis of his or her feeling of rejoice when he or she
compares car A and car B with car C.

Although the feeling of rejoice is important in decision-making, it unfortunately does not
receive the same attention from researchers as the feeling of regret. Therefore, models that
incorporate the DM’s rejoice in MCDM need to be developed.
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In this paper, we develop a new multi-attribute selection procedure based systematically on
regret and rejoice by utilizing the positional advantage operator (PAO) [5]. This procedure will
help the DM to choose the decision in which the rejoice value is higher than the regret value.

In Section 2, an overview of regret and rejoice is presented. In Section 3, regret and rejoice
expressions are built with the PAO. The proposed methodology is discussed in Section 4. In
Section 5, some illustrative examples are given to prove the efficacy of the proposed method.
Finally, conclusions are presented in Section 6.

2 Overview of Regret and Rejoice in MCDM

The MCDM problem was introduced in 1951 by two research teams (Koopmans and Kuhn,
and Tuker). This problem can be defined as the problem of finding the best alternative (or ranking
all alternatives) while considering multiple conflicting criteria. Since the 1960s, MCDM research
has experienced explosive growth and has been extensively studied in decision science [6].

In daily decision-making processes, very few decisions are made without a number of compet-
ing alternatives and criteria. A decision maker must choose an alternative by evaluating a number
of criteria. As the number of alternatives and criteria increases, the task of selecting the best
alternative becomes increasingly difficult. Many research papers have been published on this topic,
using different methods to help a DM make the best possible decision. Such methods included the
ELECTRE method, which aims to utilize “outranking relations” to rank a set of alternatives [6].
The analytic hierarchy process (AHP) method can help people set priorities and choose the best
options by reducing complex decision problems to a system of hierarchies [7]. In the TOPSIS
method, the best alternative is nearest to the positive-ideal solution and farthest from the negative-
ideal solution [8]. Meanwhile, the VIKOR method was developed for multi-criteria optimization
of complex systems [9].

According to [10], the incorporation of regret and rejoice feelings is crucial to decision-
making, and it can be based on two key assumptions. The first assumption is that people may
experience feelings of regret and rejoice that can influence the current decision-making. The
second is that while making decisions people may try to anticipate the results of their decisions
and take into account potential feelings of regret and rejoice.

Psychologists investigated the relationship between feelings and decision-making, and reached
a consensus: the anticipation of regret can increase the attractiveness of certain alternatives [11].
The earliest regret model was introduced by [12] and is known as the mini-max (or Savage) model.
This model is used for decision-making in situations of uncertainty, and its main goal is to identify
the alternative that has the least-negative possible outcome in order to minimize regret. The Savage
model defines regret as the difference between the best possible utility value among all alternatives
for each state of nature and the actual utility value of each alternative. Thus, a DM who chooses
an alternative Ai will express a level of regret Rik for the state of nature Sk equal to the difference
between its best possible value and its actual value for Ai.

In the 1980s, there was a growing interest in the role of regret in decision-making. Indeed,
in [13,14], the authors proposed two regret theories (together referred to as RT-B/LS) for rational
decision-making in situations of uncertainty. They assumed that regret depends on the differences
between the utilities of the chosen alternative and the considered—but not chosen—alternatives.

In 2005, the authors in [15] proposed the reference-dependent regret model (RDRM) for
deterministic decision-making, which focuses on decision-making in situations of certainty. In this
model, the level of an individual’s regret depends on the absolute values rather than the differences
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of the utilities of the chosen and forgone options. In [16], the authors revised the VIKOR method
based on the concept of regret theory. In [10], the authors studied the feeling of regret to develop
a new MCDM method for supplier selection problems. Lastly, in [17], the authors used two
demonstrative examples to compare various VIKOR methods and assess the ranking performance
of each variant.

None of the above models considered the feeling of rejoicing, which is considered as very
important in the decision-making process; it can influenced DM’s decisions.

The first model that systematically incorporated the regret and rejoice feelings in MCDM was
proposed in [4]. The author proposed a linguistic scale to measure regret and rejoice by building
their matrices based on pairwise comparisons to determine the alternative value of regret and
rejoice. He used the rule of (seven plus or minus two) to develop a set of nine linguistic choices
that include four intermediate values in order to estimate the regret value for choosing an option
and rejecting another under a specific criterion. This model was later used to develop pairwise
regret matrices for each decision criterion. However, with the use of linguistic terms, the DM’s
feelings cannot be perfectly accurate because the definitions of these feelings are limited by the
scale specified to express them.

A model called a random regret minimization model (RRM) to analyze multi-attribute con-
sumer choices from multi-nominal choice sets was used in marketing [18]. Meanwhile, the authors
in [19] developed a grey stochastic MCDM approach based on regret theory and TOPSIS. They
tried to construct perceived utility value functions of extended grey numbers (EGNs) based on
both the utility value functions and the regret value functions.

The authors in [20] also used regret theory without considering rejoice. They proposed a
model that considers various psychological behaviors and the ambiguity of linguistic variable
assessment across multi-criteria risks. They improved the feedback adjustment mechanism using
regret theory. In [21], the authors considered both regret and rejoice feelings and developed
a new method to solve the risky multi-attribute decision-making (RMADM) problems. They
assumed that the potential psychological behavior of a DM can influence decision-making, and
they calculated regret and rejoice values with pairwise comparisons of options. An aggregating
method has also been proposed to derive the ranking of products using the regret behavior of
customers in the product-selection process [22]. This method calculated gain and loss degrees for
each alternative product based on regret and rejoice values for each product. Moreover, researchers
have used the concept of regret aversion to develop a new grey RMADM method based on the
general grey numbers (GGNs) [23]. In this work, the authors first built a normalized grey decision-
making matrix, and then integrated regret theory into the decision-making process by constructing
a grey perceived utility function based on GGNs.

Recently, several researchers proposed regret theory-based methods to solve decision–making
problems. For example, the authors in [24] proposed a regret theory-based decision-making
method in order to solve problems of urban transportation systems stressed by rainstorms in
Tianjin; this method could improve the reliability and risk-response capability of local public
transportation service.

Overall, very little literature has systematically considered both regret and rejoice. The appli-
cations of regret and rejoice in MCDM need to be further developed, and this is the focus of the
present paper.
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3 Mathematical Modeling of Regret and Rejoice

In this section, we will develop regret and rejoice models using the PAO [5].

3.1 Regret Model
We derived appropriate definitions and properties from the definitions and properties of

PAO [5]. We also provided our proofs for all these definitions, examples, and properties of regret
in the appendices of this paper.

Definition 1:

Let I be an interval of real members; I = [L,U ] with 0 ≤ L ≤ U < 1. R is defined as regret
on the interval I .

Definition 2:

Using PAO, regret expression can be defined as follows,

For all x, y ∈ I and x> y,

R(y/x)= 2(x P©y)− 1 (1)

The proof of this expression is presented in Appendix A.

Examples of Regret

By applying the regret expression (1) on the four PAO examples presented in [5], we can
reformulate each example as a measure of the regret intensity of x over y:

i. R1(y/x)

⎧⎨
⎩
x− y
U −L

, if x> y

o, otherwise

ii. R2(y/x)

⎧⎪⎨
⎪⎩

x− y
x+ y− 2L

if x> y

o, otherwise

iii. R3(y/x)

⎧⎨
⎩
x− y
x−L

if x> y

o, otherwise

iv. R4(y/x)

⎧⎪⎨
⎪⎩

x− y
2U −x− y

if x> y

o, otherwise

The proof of these examples is presented in Appendix B.

Definition 3:

i. Translation independence

For x,y ∈ I , the regret of x over y remains unchanged if we add or subtract the same
constraint � to x and y.

R((x+Δ)/(y+Δ))=R(y/x) (2)
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ii. Scalar multiplication independence

For x,y,k ∈ I , the regret of x over y remains unchanged if we multiply x and y by the
same positive constant k.

R((kx)/(ky))=R(y/x) (3)

Definition 4:

Based on Definition 3, three typologies can be applied to regret:

i. Regret can be of type I if it is translation independent.
ii. Regret can be of type II if it is scalar multiplication independent.
iii. Regret can be of type III if it cannot be type I or type II.

R1 is of type I , R2 is of type III, R3 is of type III for L �= 0, and R4 is of type III for U �= 0.

The proof of Definition 4 is presented in Appendix C.

3.1.1 Properties of Regret
For all values of x,y ∈ I and x> y:

i. R(x/x)= 0
ii. x> y→ 0≤R(y/x)≤ 1
iii. x′ > x→R(y/x) <R(y/x′)

The proof of these properties is presented in Appendix D.

3.1.2 Regret Expression
We will take term [x−,x∗] as the lower value and the upper value. According to the previous

regret examples, we obtain four regret intensity expressions (RIE) as follows:

i. RIE1(x/y)

⎧⎨
⎩

x− y
x∗ −x−

, if x> y

o, otherwise
(4)

ii. RIE2(y/x)

⎧⎪⎨
⎪⎩

x− y
x+ y−x−

if x> y

o, otherwise
(5)

iii. RIE3

(y
x

) ⎧⎨
⎩

x− y
x−x− if x> y

o, otherwise
(6)

iv. RIE4(y/x)

⎧⎪⎨
⎪⎩

x− y
2x∗ −x− y

if x> y

o, otherwise
(7)
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Now, we will choose only RIE2 and RIE4 expressions and apply them in the next section
because they have the same type (type III), in which the first expression uses the lower value (x−),
and the second uses the upper value (x∗).

3.2 Rejoice Model
Rejoice is considered as the opposite of regret and can be analyzed in an analogous

manner [15].

J(y/x)=−R(y/x)) (8)

Therefore, we can have two rejoice intensity expressions, JIE1 and JIE2, in which the first is
based on RIE1, and the second is based on RIE2:

J2(y/x)

⎧⎪⎨
⎪⎩

y−x
x+ y− 2x− if x> y

o, otherwise
(9)

J4(y/x)

⎧⎪⎨
⎪⎩

y−x
2x∗ −x− y

if x> y

o, otherwise
(10)

Finally, we end with two models of regret and rejoice intensity expressions, as summarized in
Tab. 1.

Table 1: Regret and rejoicing intensity expressions

Regret intensity expressions Rejoicing intensity expressions

RIE2(y/x)

⎧⎪⎨
⎪⎩

x− y
x+ y− 2x−

if x> y

o, otherwise
JIE2(y/x)

⎧⎪⎨
⎪⎩

y−x
x+ y− 2x− if x> y

o, otherwise

RIE4(y/x)

⎧⎪⎨
⎪⎩

x− y
2x∗ −x− y

if x> y

o, otherwise
JIE4(y/x)

⎧⎨
⎩

y−x
2x∗ −x− y

if x> y

o, otherwise

4 Development of the Methodology

A typical MCDM method based on regret and rejoice helps a DM to make the best decisions
that result in minimal regret. Therefore, in this section, we propose a set of procedures that applies
the MCDM method with the regret and rejoice intensity expressions presented in Section 3.

In the decision matrix shown in Fig. 1, A= {A1, A2, A3, . . . ,Am} is a set of m alternatives
that are evaluated with n criteria C = {C1,C2,C3, . . . ,Cn}, and wj is the weight of action j, j =
{1, 2, 3, . . . ,n}, where all weights satisfy the following two conditions:

i. wj ≥ 0

ii.
n∑
j
wj = 1
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Criteria C1 C2 C3 … Cj … Cn 

 w1 w2 w3 … wj … wn 
Actions        

A1 x11 x12 x13 … x1j … x1n 
A2 x21 x22 x23 … x2j … x2n 
A3 x31 x32 x33 … x3j … x3n 
. … … … … … … … 

AI xi1 xi2 xi3 … xij … xin 
. … … … … … … … 

Am xm1 xm2 xm3 … xmj … xmn 

Figure 1: Decision matrix

Let X∗
j =max xij

and X−
j =min xij

Using RIE2 in Tab. 1, the overall regret of action Ai can be written as

R1(Ai)=
n∑
j=1

wj
1

1−m

∑
j(Min/Max)

∣∣∣∣ xkj−xij
xkj+xij− 2xj−

∣∣∣∣ , (11)

where xkj is the forgone action value, xij is the chosen action value, m is the number of actions,
and n is the number of criteria.

Using JIE2 in Tab. 1, the overall rejoice associated with alternative Ai is defined by

J1(Ai)=
n∑
j=1

wj
1

m− 1

∑
j(Min/Max)

∣∣∣∣ xij−xkj
xkj+xij− 2xj−

∣∣∣∣ (12)

By using RIE4 and JIE4 in Tab. 1, we derive two other regret and rejoice expressions, which can
be defined as follows:

R2(Ai)=
n∑
j=1

wj
1

m− 1

∑
j(Min/Max)

∣∣∣∣∣ xkj−xij
2x∗j −xkj −xij

∣∣∣∣∣ (13)

J2(Ai)=
n∑
j=1

wj
1

1−m

∑
j(Min/Max)

∣∣∣∣∣ xkj−xij
2x∗j −xkj −xij

∣∣∣∣∣ (14)

Finally, we propose a set of selection procedures based on the regret and rejoice expressions
(R1, J1 and R2, J2) to help DMs select the best action. These multi-attribute selection procedures
contain two phases. Each phase uses one regret and one rejoice expression.
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4.1 Phase I: Looking for Better Actions (BT)
Based on Eqs. (11) and (12) for R1 and J1, respectively, we can select actions (Ai) with higher

rejoice values and reject actions with higher regret values according to rejection rule RU1, where

RU1 : SELECT Ai\J1(Ai) >R1(Ai) (15)

The set of actions derived from this first phase is called better actions (BT).

Figure 2: BTBSP algorithm
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4.2 Phase II: Looking for Best Actions (B)
From the first set (BT) and by using Eqs. (13) and (14) for R2 and J2, respectively, we can

select actions (Ai) with higher rejoice values and reject actions with higher regret values according
to rejection rule RU2, where

RU2 : SELECT Ai\J2(Ai) >R2(Ai) (16)

The set of actions derived from this second phase is called best actions (B).

4.3 The Better and Best Selection Procedures (BTBSP) Algorithm
To solve a decision-making problem, we propose a multi-attribute selection procedure based

on regret and rejoice, which is explained by the BTBSP algorithm shown in Fig. 2.

5 Illustrative Examples

In this section, we use numerical examples to illustrate the BTBSP algorithm and prove the
efficacy of our new method.

5.1 Example 1
We consider six alternatives, A1, A2, . . . ,A6, that are associated with three criteria, C1,C2,C3,

of respective weights w1,w2,w3. This decision matrix is shown in Tab. 2.

Table 2: The decision matrix of Example 1

Criteria C1 C2 C3

Weight 0.3 0.5 0.2

Alternatives
A1 20∗ 13 16
A2 15 10− 20∗
A3 18 18 13
A4 13 20∗ 10−
A5 10− 15 18
A6 17 19 17
Parameters α = 0.5

Phase I: Looking for better actions

We use Eqs. (11) and (12) to calculate regret (R1) and rejoice (J1). Based on the rejection rule
RU1 in Eq. (15), we choose the better alternatives and reject the worse ones, as summarized in
Tab. 3.

At the end of Phase I, we obtain a set of better alternatives, BT = {A1,A3,A6}.
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Table 3: Decision of Phase I for Example 1

Alternatives R1 (AI ) J1 (AI ) RU1

A1 0.192 0.282 Kept
A2 0.543 0.159 Rejected
A3 0.0925 0.313 Kept
A4 0.298 0.263 Rejected
A5 0.389 0.191 Rejected
A6 0.0297 0.336 Kept

Phase II: Looking for best actions

We use Eqs. (13) and (14) to calculate regret (R2) and rejoice (J2). Based on the rejection
rule RU2 in Eq. (16), we choose the best alternatives and reject the worst ones, as summarized in
Tab. 4.

Table 4: Decision of Phase II for Example 1

ALTERNATIVES R2 (AI ) J2 (AI ) RU2

A1 0.192 0.282 Kept
A3 0.0925 0.313 Rejected
A6 0.0297 0.336 Kept

Finally, we obtain the set of the best alternatives, B = {A1,A6}, from which the DM can
choose.

5.2 Example 2
Here we use the same example given by [16] to prove the efficacy of our new method.

We consider three alternatives, A1, A2, andA3, for a house-selection problem. These alternatives
are evaluated against two criteria: C1 and C2. The decision matrix for this problem is shown in
Tab. 5.

Table 5: House-selection decision matrix

Criteria C1 C2

Weight 0.5 0.5

House
A1 0.8 0.5
A2 0.6 0.8
A3 0.7 0.4
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We apply our proposed BTBSP to this example, and then compare the results with those
obtained by the revised VIKOR and the regret model proposed by [16]. This comparison is shown
in Tab. 6.

Table 6: House preference ranking using the regret model, revised VIKOR, and BTBSP for
Example 2

House Regret model Revised VIKOR BTBSP

S R Q Phase I Phase II

A1 0.628 0.150 0.212 0.462 RU1 =Kept RU2 =Kept
A2 0.688 0.100 0.141 0.000 RU1 =Kept RU2 =Rejected
A3 0.505 0.260 0.292 1.000 RU1 =Rejected
Performance ranking A2 >A1 >A3 A2 >A1 >A3 A2 >A1 >A3

A∗ =A2

Tab. 6 demonstrates that the regret model, revised VIKOR, and proposed BTBSP could
produce appropriate performance rankings of the alternatives. Phase II of the proposed method
BTBSP gives the same results as that of the regret model and the revised VIKOR. They all rank
A2 as the best alternative and A3 as the worst.

5.3 Example 3
We use another numerical example (a location preference-ranking problem) to further illus-

trate the performance of BTBSP. This example is borrowed from [25,26].

Let A1,A2, . . . ,A6 be six alternatives associated with six criteria, g1,g2, . . . ,g6, and for all
decision criteria, the weight is wj = 1/6 (j= 1, . . . , 6) [25]. The decision matrix is shown in Tab. 7.

Table 7: Location decision matrix of Brans (1981) [25]

Criteria g1 g2 g3 g4 g5 g6
(Min) (Max) (Min) (Min) (Min) (Max)

Alternatives
A1 80 90 6 5.4 8 5
A2 65 58 2 9.7 1 1
A3 83 60 4 7.2 4 7
A4 40 80 10 7.5 7 10
A5 52 72 6 2 3 8
A6 94 96 7 3.6 5 6

We apply our proposed BTBSP to this example to determine the best actions. The decisions
obtained in Phases I and II are listed in Tabs. 8 and 9, respectively.

The list of the better actions obtained from Phase I of BTBSP is BT = {A2,A4,A5};
meanwhile, the list of the best actions obtained from Phase II of BTBSP is B= {A4,A5}.
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Table 8: Results of BTBSP-Phase I for Example 3

Actions Regret Rejoicing RU1

A1 0.2587 0.1636 Reject
A2 0.2908 0.5281 Kept
A3 0.2129 0.1728 Reject
A4 0.2062 0.3091 Kept
A5 0.1509 0.4056 Kept
A6 0.2308 0.2206 Reject
SET BT= {A2,A4,A5}

Table 9: Results of BTBSP-Phase II for Example 3

Actions Regret Rejoicing RU2

A2 0.5915 0.2109 Reject
A4 0.3782 0.5248 Kept
A5 0.2205 0.5849 Kept
SET B= {A4,A5}

We compare BTBSP’s results to obtained using the PROMETHEE I and PROMETHEE II
methods [25]. This comparison is presented in Tab. 10.

Table 10: Example 3, Comparison of BTBSP results with those of PROMETHEE I and
PROMETHEE II presented in [25]

BTBSP PROMETHEE I PROMETHEE II

Performance rankings A5 →A4 →A2 →
A3 →A6 →A1

Ranking1:
A5 →A4 →A6 →A1
Ranking2:
A5 →A3 →A1
Ranking3: A5 →A2

A5 →A2 →A4 →
A6 →A3 →A1

In the PROMETHEE I method, some actions cannot be compared with each other; A4 is
incomparable with A3 and A2, and A2 is incomparable with A3. Therefore, the resulting ranking
of this method is presented in Tab. 10 by three different ranking lists. However, in the proposed
BTBSP, all actions are comparable and only one ranking list is presented, where A5 is the best
action and A1 is the worst, which matches PROMETHEE I results.

The result of the PROMETHEE II method is also presented by only one ranking in Tab. 10,
in which A5 is the best action and A1 is the worst; this matches BTBSP’s results.

Finally, we compare our results to those obtained by the SIR.SAW and SIR.TOPSIS [26] on
the same problem. This comparison is presented in Tab. 11.
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Table 11: Example 3, Comparison of BTBSP results with those of SIR.SAW, and SIR.TOPSIS
presented in [26]

BTBSP SIR. SAW SIR. TOPSIS

Performance rankings A5 →A4 →A2 →
A3 →A6 →A1

A5 →A2 →A4 →A6 →
A3 →A1

A5 →A2 →A4 →
A6 →A3 →A1

Regarding the worst action (A1) and the best action (A5), the performance ranking given by
BTBSP is almost the same as those given by SIR.SAW and SIR.TOPSIS. Although there is little
difference in the ranking of other actions (A2, A3, A4, and A6), BTBSP rejects A3 and A6 in
Phase I, which means that they are considered as the worse actions; moreover, BTBSP rejects A2
in Phase II since it is considered as a better action but not the best one.

All examples presented in this section clearly prove the efficiency of our new method.

6 Conclusions

In this paper, we proposed a new multi-attribute selection method based on feelings. Most
MCDM methods consider only the rational side of decision-making while neglecting the feelings
of the DM, which could greatly influence preferences in decision-making. Unlike most MCDM
methods that consider only the feeling of regret, our multi-attribute selection procedure incor-
porates both regret and rejoice in the selection of the best alternatives. We utilized the PAO [5]
to mathematically develop regret and rejoice equations. Based on these equations, we proposed
a new multi-attribute selection procedure BTBSP that consists of two phases. Each phase uses
regret and rejoice equations to measure the value of those feelings and select the best actions. We
used illustrative examples from the extant literature to compare BTBSP to the regret model, the
revised VIKOR, SIR.SAW, SIR.TOPSIS, PROMETHEE I, and PROMETHEE II. All examples
clearly prove the strong performance and efficacy of our proposed method.

We believe that the application of our proposed method with the implementation of a
decision-support system merits further scrutiny in future work. Therefore, we will try to develop
more features for BTBSP and design software that is able to handle real-world multi-criteria
decision problems. Furthermore, it will be interesting to apply our method to real case studies.
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Appendix A. The Proof of Definition 2

x P©x= 1/2 for all x ∈ I
if x≥ y⇒ 1/2≤ x P©y≤ 1

1≤ 2(x P©y)≤ 2

0≤ 2(x P©y)− 1≤ 1

2(x P©y)− 1≥ 0

If x≥ y⇒R(y/x)= 2(x P©y)− 1

Appendix B. The Proof of Regret Examples

Using the examples given by [5] for the PAO

i. x P©1y=
x− y+U −L

2(U −L)

R(y/x)= 2(x P©y)− 1

2(x P©1y)− 1= 2
[
x− y+ u− l
2(U −L)

]
− 1= x− y

U −L

⇒R1(y/x)= x− y
U −L

ii. x P©2y=
{

(x−L)/(x+ y− 2L) if (x,y) �= (L,L)
1
2

if x= y=L

R(y/x)= 2(x P©y)− 1
if (x,y) �= (L,L) and x> y

2(x P©2y)− 1= 2
[

(x−L)

x+ y− 2L

]
− 1= x− y

x+ y− 2L

R2(y/x)= x− y
x+ y− 2L

if x= y=L
2(x P©2y)− 1= 2(1/2)− 1= 0
R2(y/x)= 0

⇒R2(y/x)

⎧⎪⎨
⎪⎩

x− y
x+ y− 2L

if x> y

o, otherwise

iii. x P©3y=

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

(2x− y−L)

2(x−L)
if L< y≤ x≤U

(x−L)

2(y−L)
if L< x≤ y≤U

1
2

if x= y=L

R(y/x)= 2(x P©y)− 1
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if x> y

2(x P©3y)− 1= 2
[
(2x− y−L)

2(x−L)

]
− 1= x− y

x−L

R3(y/x)= x− y
x−L

if x= y=L
2(x P©3y)− 1= 1/2= 0
R3(y/x)= 0

⇒R3(y/x)

⎧⎨
⎩
x− y
x−L

if x> y

o, otherwise

iv. x P©4y=
⎧⎨
⎩

(U − y)/(2U −x− y ) if (x,y) �= (L,L)

1
2

if x= y=U

R(y/x)= 2(x P©y)− 1
if (x,y) �= (L,L) and x> y

2(x P©4y)− 1= 2
[

U − y
2U −x− y

]
− 1= x− y

2U −x− y

R4(y/x)=
x− y

2U −x− y
if x= y=L
2(x P©4y)− 1= 1/2= 0
R4(y/x)= 0

⇒R4

(y
x

) ⎧⎪⎨
⎪⎩

x− y
2U −x− y

if x> y

o, otherwise

Appendix C. The Proof of Definition 4

i. Regret can be of type I if it is translation independent
Regret is translation independent if for x,y ∈ I , the regret of x over y remains

unchanged if we add or subtract the same constraint � to x and y.

R((x+Δ)/(y+Δ))=R(y/x)

R1(y/x)= x− y
U −L

R1(y+Δ/x+Δ)= (x+Δ)− (y+Δ)

U −L
= x− y
U −L

=R1(y/x)

Hence R1 is of type I
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ii. Regret can be of type II if it is scalar multiplication independent
Regret is scalar multiplication independent if for x,y,k ∈ I, the Regret of x over y

remains unchanged if we multiply x and y by the same positive constant k.

R((kx)/(ky))=R(y/x)

R2(y/x)

⎧⎪⎨
⎪⎩

x− y
x+ y− 2L

if x> y, l �= 0

o, otherwise

R2((y+Δ)/(x+Δ)= (x+Δ)− (y+Δ)

(x+Δ)+ (y+Δ)− 2L
= x− y
x+ y+ 2Δ− 2L

�=R2(y/x)

⇒R2 is not scalar translation independent

R2(ky/kx)= kx− ky
kx+ ky− 2L

= kx− ky
kx+ ky− 2L

= k(x− y)
k(x+ y)− 2L

�=R2(y/x)

⇒R2 is not scalar multiplication independent

R3(y/x)

⎧⎨
⎩
x− y
x−L

if x> y U �= 0

o, otherwise

R3((y+Δ)/(x+Δ)= (x+Δ)− (y+Δ)

(x+Δ)−L
= (x− y)
x+Δ−L

�=R3(y/x)

⇒R3 is not scalar translation independent

R3(ky/kx)= kx− ky
kx−L

�=R3(y/x)

⇒R3 is not scalar multiplication independent

R4(y/x)

⎧⎪⎨
⎪⎩

x− y
2U −x− y

if x> y

o, otherwise

R4((y+Δ)/(x+Δ))= (x+Δ)− (y+Δ)

2U − (x+Δ)− (y+Δ)
= x− y

2U −x− y− 2Δ
�=R4(y/x)

⇒R4 is not scalar translation independent

R4(ky/kx)= kx− ky
2U − kx− ky

�=R4(y/x)

⇒R4 is not scalar translation independent
iii. Regret can be type III if it cannot be type I or type II

Hence, R2 is of type III, R3 is of type III for L �= 0 and R4 is of type III for U �= 0
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Appendix D. The Proof of Regret Properties

i. R(x/x)= 0
x P©x= 1/2
R(x/x)= 2(x P©x)− 1= 2(1/2)−= 0
⇒R(x/x)= 0
ii. x> y→ 0≤R(y/x)≤ 1

x> y=> x P©y
0≤ 2(x P©x)− 1≤ 1
0≤ (x P©x)≤ 1
⇒ 0≤R(y/x)≤ 1

iii. x′ > x→R(y/x) <R(y/x′)
x P©y< x′ P©y
2(x P©y) < 2(x′ P©y)
2(x P©y)− 1< 2(x′ P©y)− 1
⇒R(y/x) <R(y/x′)


