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Abstract: This paper proposes a novel, efficient and affordable approach to
detect the students’ engagement levels in an e-learning environment by using
webcams. Our method analyzes spatiotemporal features of e-learners’ micro
body gestures, which will be mapped to emotions and appropriate engagement
states. The proposed engagement detection model uses a three-dimensional
convolutional neural network to analyze both temporal and spatial informa-
tion across video frames. We follow a transfer learning approach by using the
C3D model that was trained on the Sports-1M dataset. The adopted C3D
model was used based on two different approaches; as a feature extractor
with linear classifiers and a classifier after applying fine-tuning to the pre-
trained model. Our model was tested and its performance was evaluated and
compared to the existing models. It proved its effectiveness and superiority
over the other existing methods with an accuracy of 94%. The results of this
work will contribute to the development of smart and interactive e-learning
systems with adaptive responses based on users’ engagement levels.

Keywords: Micro body gestures; engagement detection; 3D CNN; transfer
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1 Introduction

According to recent researches [1-4], a large number of universities and educational institu-
tions are increasingly adopting Electronic learning (E-learning) systems; especially after the spread
of COVID-19, when schools and universities worldwide announced the closure of dozens of their
campuses and governments started exploring alternatives to traditional school programs for a
continuous educational process. E-learning systems provide different educational activities (e.g.,
reading, online meetings and exams) in an efficient, affordable and flexible manner. However,
e-learners express different engagement states during these activities (e.g., frustration, excitement,
etc.). Negative engagement states may decrease e-learners’ performances leading to potential
dropouts. To provide a better pedagogical experience, we suggest the notion of personalizing
contents and activities based on users’ engagement levels. Yet, most current e-learning systems
do not have engagement level indicators/detectors [5,6]. Thus, it is desired to implement e-leaning
systems that have the ability to automatically detect and recognize students’ engagement states [7]
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in order to improve e-learners’ pedagogical experiences. This will enable e-learning systems to
offer proper learning contents and adapt educational materials to meet learners’ needs based on
students’ engagement states and preferences [&].

In this work, we propose a novel and affordable computer vision-based method using web-
cams to be able to detect e-learners’ engagement levels. It aims at learning and analyzing the
spatiotemporal features of micro body gestures expressed by e-learners and mapping them to
the appropriate engagement states by using the Deep Transfer Learning approach (DTL) and
Deep 3-Dimensional Convolutional Neural Networks (3D CNN). Features related to e-learners’
engagement detection methods are still arguable. They include both vision-based features and non-
vision-based features. Thus, various datasets with different features have been explored in previous
studies, such as body poses, facial expressions, audio features and keyboard/mouse movements [9].
Hence, we have created a new video dataset for learners’ engagement detection. In fact, the
development of new datasets in any new approach is very crucial. In spite of the importance
of automatic engagement detection applications in an e-learning context, video datasets remain
unavailable, especially with realistic settings and scenarios. Our new dataset aims at analyzing and
associating e-learners’ micro body gestures, emotional states and engagement levels.

Some related studies utilized deep learning techniques such as, CNN, ANN and
DBN [10-12] while others employed traditional machine learning techniques like, SVM and
Naive Bayes [0,13,14]. Vision-based methods have proven their efficiency in detecting e-learners’
engagement levels. These methods considers nonverbal communication cues. More attention has
been directed to some nonverbal communication cues, like facial expressions, compared to other
cues, such as body behaviours. Hence, diverse engagement detection methods [6,13,14] are based
on extracting image features from facial expressions and ignoring the fact that body gestures are
as important as facial expressions [10,15-18]. However, even the existing methods that have con-
sidered body motions are still lack subjects’ motion modelling due to the analysis of spatial image
features without extracting temporal features. In this work, we infer human emotions from the
video stream by analyzing the spontaneous reactions and the physiological behaviours of the user,
since most emotion theories confirm that both body actions and gestures are important emotional
cues [10,15-19]. These spontaneous body gestures reflect real time emotions. In this paper, we also
provide a new definition for both macro body actions and micro body actions. In addition, we
design a frame selection strategy to choose key-frames, find and derive a representative set of
frames from a video clip. Our key-frame selection is based on the cosine similarity between video
frames. It has proven its efficiency in improving the quality of the video dataset and detection
performance.

The proposed method will open up new research opportunities for developing and person-
alising interactive e-learning systems. The novelty of this research stems from the fact that it
represents the first suggested work that uses a deep 3D CNN model to learn the spatiotemporal
features of micro body gestures for engagement level detection in video inputs. We reported
that the 3D CNN model performs well in learning motion and appearance information for the
detection of e-learners’ engagement levels based on their expressed micro body gestures. The
proposed approach outperforms other vision-based methods in the engagement detection task.
Contributions: The major contributions of this research are summarized as follows:

e We create a new video dataset for students’ engagement detection of students in an
e-learning environment. This dataset is recorded in uncontrolled natural settings using
built-in webcams.
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e Our new dataset limitations and quality problems have been explored and solved by the
reconstruction of the dataset using our method of key-frames selection based on cosine
similarity.

e We provide a new definition for both macro body actions and micro body actions.

e We experimentally investigate and implement the first 3D CNN learning model for the
automatic detection of e-learners’ engagement levels in an e-learning environment.

e We explore different techniques, settings and approaches in order to produce the model with
the best performance.

e We experimentally evaluate the performance of the proposed approaches by conducting
three main experiments.

In this paper, we highlight the importance of learning spatiotemporal features of micro body

gestures for detecting e-learners’ engagement levels. In this study, we are concerned with the main
types of validity threats: (1) internal validity, (2) external validity and (3) reliability.

Retrieved documents from 7 selected databases using search terms “engagement

detection”, “student engagement detection”, “body gestures”, “body behaviour”, Duplicates (n=21)
“video-based analysis™, “Action Recognition”, “Automatic Action Recognition™ and
“identify emotions from bodily expressions” (n=100)

Titles and abstract (a=79) E sl e
= relevant (n=

Excluded in full-text assessment (n=28)

ch e * Log-based engagement detection methods
b b e D * Non- vision-based engagement detection
methods,

* Manual engagement detection methods
* Depth body action recognition methods
* Linguistics Analysis

Included for data extraction (n=41)
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Figure 1: Article selection diagram

For this research, we have followed [20,21] method to present the threats to validity: we used
arXiv.org, ACM digital library, Springer Link, Google Scholar, IEEE Xplore, Web of Science
and ScienceDirect. We searched works that include the following combinations of search strings
in titles and abstracts: “engagement detection,” “student engagement detection,” “body gestures,”
“body behaviour,” “video-based analysis,” “Action Recognition,” “Automatic Action Recognition”
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and “identify emotions in body language.” We retrieved different research papers and works
from conference proceedings, journals, articles, and book chapters. We screened the titles and
abstracts of the retrieved documents to identify potential works. In total, we examined about
100 different documents. We removed 21 duplicate documents. We also excluded not only 10
documents based on title and abstract screening, but also 28 documents depending on their
relevance to our work. For instance, we have excluded (1) log-based engagement detection methods
(2) non-vision-based engagement detection methods, (3) manual engagement detection methods
and (4) depth-based action recognition methods. We finally selected 41 studies for data extraction.
We were interested in recent studies conducted during the past 10-15 years. However, we had to
include older references, which contain some basic definitions and concepts related to our work.
Fig. 1 illustrates the document selection process.

In Section 2, we review the related systems and works suggested in the literature. In Section 3,
we illustrate our proposed research method and framework. In Section 4, we present the experi-
mental evaluation conducted in order to justify our choices and assess the prediction model. In
Section 5, we detail the validity threats related to our work. We finally draw some conclusions in
Section 6.

2 Literature Review

As mentioned in Section 1, the use of e-learning systems in the educational sector has
increased over the past years. In this respect, many researchers such as [22,23], aimed to study
and investigate students’ digital data using data mining techniques in order to make predictions
and draw rules about success and failure factors that affect students’ academic performance. Data
mining makes use of big data. Some data can be collected from e-learning systems, namely GPA,
test grade, etc. However, machine learning techniques have proven to produce successful results
in different fields, such as medicine [24], action recognition [25], emotion recognition [19,26,27],
sign language recognition [28]. These inspiring research studies, like in the following Subsec-
tion 2.1, used machine learning techniques to predict students’ academic engagement. Machine
learning includes supervised, unsupervised and deep learning techniques. Estimating e-learners’
performance is a salient aspect as it helps in improving the learning experience and e-learners’
engagement using e-learning systems. As stated in Section 1, it is desired to implement e-learning
systems that have the ability to automatically detect and recognize students’ engagement states [7]
in order to promote e-learners’ pedagogical experiences by offering proper learning contents and
adapting educational materials to meet learners’ needs based on students’ engagement states and
preferences [8]. This will help the development of smart e-learning systems, or even robotics
teaching. Advances in robotics have shown that robots can occupy various jobs including
teaching [29].

In the following subsection, we review several engagement detection systems found in the
literature. Next, we will provide an overview of different researches on emotion recognition via
body gestures and we will focus on how to use the findings of these works to develop our
proposed method.

2.1 Related Systems

Engagement detection methods in e-learning environments can be (1) automatic (e.g., machine
learning methods), (2) manual (e.g., an external observer), or (3) a combination of both [9,30].
Engagement is a multifaceted indicator and there is no unified model of engagement levels. For
example, researches in [31] propose a two-level model, either engaged or disengaged. Another
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three-level model was proposed: high, medium and low levels [32]. One of the most recent models
is the affective model that describes five levels of engagement, namely strong engagement, high
engagement, medium engagement, low engagement and disengagement [9]. Different modalities
can be used to determine a student’s engagement level e.g., body poses, eye gazes, keyboard/mouse
movements and facial expressions [9]. In the following paragraphs, we review different proposed
approaches for engagement detection.

Whitehill et al. [6] developed an engagement detection method based on emotional facial
expressions. The dataset was collected from 34 undergraduate students who participated in one
session of the “Cognitive Skills” Training (Set-Remember-Sum) game. A webcam placed behind an
IPad used to privately record students during their participation period. They received a consent
form, a 3-min-video explaining the purpose of this research, a pre-test and a post-test. The
recorded videos were labelled based on expressions without any audio input. They utilized two
approaches for labelling, (1) watching video clips and giving a single label to the entire video
and (2) viewing static images and giving a label to each image. The labelling task included four
engagement levels (very engaged, engaged in task, nominally engaged, and not engaged at all).
The SVM used for classification and the model achieved an accuracy of 72.9%.

The work [13] uses three input modalities including facial expressions, eye gazes, and mouse
behaviours. Subjects’ facial expressions and mouse dynamics were recorded in real time. The
subjects were required to do a pre-experimental survey and a post-experimental survey for data
collection and labelling. The experiment was carried out in an office environment. There were
no time constrains for reading sessions. The subjects labelled their attention levels during reading
tasks (“low,” “medium” or “high”). Video clips of subjects’ faces were displayed during read-
ing tasks in order to help them remember their mental states and ensure a reliable labelling.
Classification was performed using the SVM classifier with an accuracy of 75.5%.

Both emotional facial expressions and heart rates were used as input modalities in [14].
A structured one-hour writing task was conducted in an indoor environment. Students were seated
in front of a computer to write an essay about a place they have recently visited. This task
requires some research and it triggers emotions and memories. Data was labelled into “engaged”
or “not engaged.” The labelling process was conducted based on two schemes; concurrent and
retrospective affective annotations. The classification of the engagement levels is performed based
on the Naive Bayes Classifier with an accuracy of 73.3%.

Another method based on facial expressions, full body motions and game events was recom-
mended in [10]. A prosocial game was preinstalled on a desktop PC with a connected Kinect
sensor. It was designed in two main versions; a “boring” version and a more ‘“challenging
and interesting” version. Each player must play both versions of the game. Each player spent
10-15 min playing. A self-report approach was used for data labelling. Data was labelled as either
“engaged” or “not engaged.” ANN classifier was used with an accuracy of 85%.

In [11], a deep learning model was proposed based on facial expressions extracted from
images. The model was trained on a new engagement recognition dataset of 4627 samples. The
collected samples were classified into ‘engaged’ and ‘disengaged.” They were extracted from videos
of 20 students participating in a virtual world for learning research skills. Six Psychology students
carried the annotation task. The researchers presented two deep learning models. The first model
was trained from scratch on the new collected dataset. The second model has an architecture
similar to the VGG-B architecture [33]. The authors also implemented a third model using both
SVM and Histogram of Oriented Gradients (HOG) features. The performances of the proposed
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models are as follows: the HOG + SVM model achieved an accuracy of 67.69%, the CNN model
achieved an accuracy of 72.03%, the VGGnet model achieved an accuracy of 68.11%. Based the
results, all deep learning models achieved a higher performance compared to the HOG + SVM
model, showing the advantages of using deep learning in the engagement recognition task.

Another deep learning model [12] proposed for detecting engagement based on learners’ facial
expressions. They developed both a two-level decision and a three-level decision during the classifi-
cation process. The two-level decision categorizes inputs into “engaged” and “not engaged” classes.
The three-level decision, however, categorizes the data into “engaged,” “normally engaged” and
“very engaged” classes. The authors implemented a Deep Belief Network model for engagement
classification based on the features extracted. They used the DAISEE dataset [34]. They developed
2 different DBN models for the two-level and three-level classifications. The outcomes of this work
showed that the two-level decision model achieved an accuracy of 90.89% while the three-level
decision model achieved an accuracy rate of 87.25%.

These works have shown that computer vision-based methods for engagement detection are
one of the most promising approaches. However, the input is a frame-based and it is analyzed
without taking into account temporal features. The previous vision-based engagement detection
methods followed the same approach for detecting subjects” engagement levels by extracting image
features. Although some of the existing vision-based methods consider body motions, they still
lack motion modelling due to the analysis of spatial features only without considering temporal
features. Our major objective is to develop a video-based approach by taking into consideration
3D input volume data, spatial information, and temporal features. There are several challenges
that must be addressed, such as:

e Limitations of video datasets related to the topic, and problems of data collection.
e High computational cost due to the large amount of data required for video-based analysis.

In this work, we are inspired by the amazing development of video-based analysis of different
problems, such as action recognition [25] and abnormal event detection [35]. We suggest to use a
deep transfer learning approach by taking knowledge learned in the Action Recognition domain,
and leveraging it on our problem of analyzing Micro Actions for engagement detection. Our
proposed model will analyze micro body gestures and map them to engagement states. In the next
subsection, we review different studies for mapping body gestures to emotions.

2.2 Body Gestures for Emotion Recognition

Body activity recognition (gestures/actions/behaviours) has been one of the hottest research
area for the last two decades. Body action recognition is very useful in many applications such as
medicine, human-computer interaction and surveillance. Taking the example of the existing action
recognition works of [15-17], the developed methods can recognize different actions, like laughing,
eating and smoking. However, researchers have recently started to study gestural behaviours to
interpret human emotions or affections. There is no universal perception of affectionate expres-
sions and recognition models because human affections are influenced by different factors, like
cultures [18]. A large number of researches have shown that body expressions are as effective as
facial expressions in conveying emotions [15-18]. We propose a vision-based model to analyze
micro body gestures and map them to learners’ engagement states. The performance of the
proposed model will be evaluated based on different performance measurements including Loss,
Accuracy, Precision and Recall.
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Researchers in [20] created the Emilya dataset for emotional body expressions in daily actions.
It contains 8 emotions (Joy, Anxiety, Shame, Panic, Anger, Sadness, Neutral, Pride and Fear)
for 7 actions collected from 11 actors. The actors were graduate students who have received
theatre courses. They were trained by a professional acting director. Researchers used the motion
capture technology to record full body movements. Another work conducted by [27] studied multi-
cue automatic affect recognition in a child-robot interaction. Their method was based on both
facial and body expressions. Their deep learning model used hierarchical multi-label annotations
and multi-stage losses. It can be also trained with both fused and separated modalities. They
also collected a BabyRobot Emotion Database (BRED) which includes two types of recordings:
(1) Pre-Game Recordings: children were requested to express just one emotion, and (2) Game
Recordings: children were recorded while playing “Express the feeling” game with robots. However,
according to the studied datasets, emotions were recognized based on full body behaviours.

In e-learning settings, we are more concerned with the effect of emotions on the upper body
behaviour. Several recent works meet our objective, as they are interested in students’ upper bodily
gestures using e-learning systems. For instance, in [36] researchers implemented an automatic deep
learning detection method which considers nonverbal behaviours including Hand-Over-Face (HoF)
gestures, head and eye movements and facial expressions during sessions. The proposed method
used a webcam. They studied the behaviour in a-40-min session including two types of tasks;
a reading task followed by a problem-solving task. Each session is composed of three different
difficulty levels: an easy level, a medium level and a difficult level.

HoF gestures have been studied in computer vision for automatic recognition. However, HoF
indications in the learning context are very little explored. This study does not explicitly associate
emotions with HoF gestures but it measures its appearance frequency during different learning
activities with different difficulty levels, and investigates the effect of time duration. The results
indicate that both time and difficulty levels increase head and eye movements. In addition, HoF
gestures considerably occur during the 40 min learning sessions on an average accuracy of 21.35%
and these gestures are still not explored in the learning environment. The HoF detection achieved
an accuracy of 86.87%. Besides, the more difficult the level, the more obvious the detection.
Researchers also noticed that HoF gestures occur more frequently during problem-solving tasks
compared to reading tasks, with accuracy rates of 23.79%, 19.84%, and 30.46% for the easy,
medium and difficult levels, respectively.

Another work [37] studied the impact of emotional experiences during the interaction with a
serious game and posture and activity features of the upper body and the head. 70 undergraduate
students participated by playing a serious game for financial education. The data was recorded
using Microsoft Kinect in order to capture depth-image data. The set of studied emotions includes
enjoyment, boredom, and frustration. The results reveal that enjoyment decreases, while frustration
increases during the course of a game play. Participants got a position (closer to the screen), as
time passed, which is an indicator of withdrawal and of frustration according to several previous
studies, [38]. Moreover, keeping head turned left was a sign of enjoyment according to self-reports,
while keeping head turned right was a sign of frustration. It was perceived that many volunteers
turned their heads right during the course of the game. Finally, according to [39], the frequency
of the head tilting activity indicates boredom. This conforms with the experiment findings, that
volunteers increased their heads titling activities during sessions.

The outcomes of the previous studies will help us to label our data. The mapping of
emotions to engagement states is based on the proposed affective model in [9]. Unlike macro
actions, we believe that involuntary micro actions/gestures expose a person’s true emotions. This
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belief is based on the scientific basis of macro facial expressions and micro facial expressions
explained by Ekman [40]. The definition of both Macro and Micro Actions are based on Ekman’s
explanation:

e Macro Actions: are human voluntary performed actions/activities/gestures. They usually need
noticeable physical changes in body position, e.g., walking, turning pages, drinking.

e Micro Actions: are human involuntary performed actions/activities/gestures that do not
necessarily need noticeable physical changes in body position. They occur within fraction
of a second, e.g., opening both palms up and head scratching.

In the next section, we will present the proposed method of generating a predictive model for
detecting engagement levels and fine-tuning the C3D model.

3 Proposed Research Method

In this section, we present our research framework, see Fig. 2. The first phase comprises a
new engagement detection dataset leading to accurate labels and annotations. The second phase,
however, processes the collected data in order to improve the quality of the dataset and prepare
it to fit into the model. In the third phase, the engagement detection model is generated. Finally,
in the fourth phase, we conduct an experimental study to evaluate and validate our method. The
following subsections provide more details about our framework.

New Engagement Data Processing Pipeline Prediction Model Experimentation

Detection Dataset and Key-frame Extraction Generation & Evaluation

R— [ o N AR A Q@ =i |
@ cucoicin e Ctataataataatin

i ‘ ° Experiment2 |
e N ° Experiment 3 ]
° Data Analysis & Annotation | ° Input Processing Pipeline T . e T

m@me Nen@atlw g__%_.“z"" | _z_]'= EdeBi

Figure 2: Proposed research framework

3.1 Building a New Engagement Detection Dataset

In the following subsections, we will detail the different stages made to create a new
engagement detection video dataset.

3.1.1 Participants

This work aims at developing an affordable vision-based method for detecting e-learners’
engagement levels using cheap and available equipment. The first step consists of building a new
proper dataset based on our requirements, due to the lack of public/open source datasets suitable
for our proposed method. The dataset was collected from 5 college students who volunteered to
record themselves during their online attendance on different courses of lectures using Blackboard
or Zoom platforms. This dataset is composed of video recordings of volunteers using built-in
webcams on their laptops/PCs. Their ages vary from 20 to 29 years old.
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3.1.2 Data Collection

Our data were collected during the COVID-19 pandemic. Due to school closure and social
distancing, we collected data remotely by developing a simple tool that provides a video recording
and self-reporting functionalities. We had no control over the settings of the recording sessions,
such as content, device type, duration, background, etc. Thus, our dataset was uncontrolled and
reflected the natural settings of any e-learning student. The duration of video clips ranged from
30 to 50 min. The video recording resolution and frame rate were different depending on the
volunteers’ devices and webcams.

We also gathered volunteers’ profiles, preferences and other information. In addition, we
collected self-reports filled by volunteers before and after the recording sessions. These data will
help us produce annotations and analyze and interpret the results later. We managed to collect
more than 1240 min of video recorded by volunteers who participated in 24 lectures. Fig. 3 shows
the number of lectures recorded by each volunteer. Based on Fig. 3, the number of recorded
lectures is not equal to all volunteers. This can be explained by the fact that volunteers belong to
different college levels. They also have different numbers of enrolled courses and lectures per week.
Volunteer 1 participated with 10 recorded lectures more frequently than the other volunteers.

Number of Lectures

(o]

m Number of Lectures

N

Volunteer ID
w o
wWw

-

o ||

10
5 10 15
Number of Lectures

Figure 3: Number of lectures recorded by each volunteer

Videos were divided into more than 2,476 video clips. The length of each video clip ranges
between 2 and 40 s. For our data collection, we followed an approach that will ensure naturally
evoked emotional states, various macro and micro body gestures and movements, data usability
and data validity . Therefore, we have developed our own data collection tool (as shown in Fig. 4),
which is characterized by the following properties:

Data Collector Toaol

Select Gender
 Male

" Female

Your Name

e

Course Name

How Do You Feel Now (Before Session) 7

For Lab sessions, please start the RUI software to start recording your keyboard and mouse logs

Start Camera

How Do You Feel Mow | After Session) 7

Describe Your Overall Engagement State During the Session

Save Report & Exit

Figure 4: Data collection tool interface
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e It includes a simple self-report used before and after the recording session.

e In case the volunteer attends a lab session, this tool serves as a reminder to start the RUI
software [41], which is used to record logs of both Keyboard and Mouse events, as we
might integrate our model with other input modalities, like in [9].

e It automatically creates and saves video recordings and self-reports.

e It is simple and compact, as we do not want to let volunteers record for a long time or
cause them distractions.

3.1.3 Data Analysis and Annotation

For data annotation, data was analyzed based on (1) our observations of video recordings,
(2) participants’ self-reports, (3) users’ profiles and (4) our findings by taking into account relevant
literature. After collecting volunteers’ video recordings, we observed the recorded clips based on
following objectives:

e Recognizing unintentional natural body micro or macro actions and gestures such as head
poses/movements, hand gestures, shoulders poses/movements, eating, talking, etc.
e Recognizing the frequency of previous gestures and actions as time progresses.

These objectives were addressed through the analysis of captured videos in a natural uncon-
trolled e-learning environment without intervening subjects’ interactions during sessions. Apart
from our observations, we made use of self-reports collected by volunteers before and after each
recording session. Based on our developed data collection tool, we asked each volunteer two
questions, about the course name and his/her feelings before the lecture, before the beginning of
the session. At the end of the session, these volunteers were asked another two questions, about
their feelings after the lecture and their overall engagement levels.

We relied on both course name data and information collected from volunteers’ profiles,
such as preferable learning methods (online courses or in-class courses), preferable time duration
for online lectures, enrolled courses classification based on volunteers’ engagement levels during
lectures, etc. To express their emotions before and after lectures, volunteers picked up one of the
following answer options (Angry, Sleepy, Excited, Happy, Sad, Satisfied, Calm, Bored, Surprised,
Nervous, Tired and Disappointed). Concerning the overall engagement level question, volunteers
chose one of the following options (Strong Engaged, High Engaged, Medium Engaged, Low
Engaged and disengaged). Both, emotion lists and engagement levels were extracted from the new
emotion based affective model proposed in [9], since this model will be useful for mapping the
expressed body movements into emotions and engagement levels.

Volunteers may have different engagement levels during lectures. This is why we split original
videos into smaller clips with a maximum video length of 40 s. These clips were later labelled
individually. Section 2 will give further details about labelling body gestures/movements into
emotions based on our findings. Taking another example, The researchers in [42] have revealed
that humans use their hands during conversations and social interactions to convey their emotions
and express different affective states. In their book, “the Definitive Book of Body Language,”
Pease et al. [43] intended to recognize the emotions conveyed by different hand gestures. They
found that different hand gestures and positions imply distinct emotions (see Fig. 5). We also take
into consideration macro body actions expressed by volunteers during the recording sessions, such
as, eating, talking with others, getting off the screen, using cell phones for texting or calling, etc.
Such actions will be labelled as a negative engagement level. Other macro actions, like writing on
the keyboard will be labelled as a positive engagement level.
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Figure 5: Example of different hand over face gestures imply different affective states [35]

Hence, we should classify data into five different classes based on the effective-model [9].
However, our dataset has some shortcomings: (1) some emotional states were absent in the
collected data (surprised). Thus, we did not have any data for the strong engagement class. (2) Our
dataset will be extremely imbalanced if we classify it into four other classes. (3) A relatively small
amount of information was collected. In order to overcome these challenges, we changed our
model from a multiclass model to a binary classification model. Moreover, data were classified into
a Positive Engagement class and a Negative Engagement class depending on the type of emotion
expressed as shown in model [9]; Fig. 6 shows the distribution of volunteers’ appearances in each
class.

Positive Engagment Class Negative Engagement Class
161
-
"
190 85 158
= VolunteerID =1 =2 =3 =4 =5 =VolunteerID =1 =2 =3 =4 =5

Figure 6: Volunteers appearances in each class

3.2 Data Processing Pipeline and Key-Frame Extraction

In the following subsections, the second phase of our work that consists in processing the
collected data will be examined in order to improve the quality of the dataset and prepare it to
fit into the model.

3.2.1 Key-Frame Extraction

In order to improve the quality of our dataset, we have developed a second version of
the dataset based on key-frame selection methods. The main idea is to use a Cosine Similarity
threshold to significantly reduce redundant information in video clips by extracting only key-
frames containing the most important information for classification. This will also reduce the
amount of information to be processed and computational cost. We extracted key-frames by



2666 CMC, 2022, vol.70, no.2

comparing consecutive frames based on their Cosine Similarity measures using the following
formula, see Eq. (1):

Z?:l a; *x bi

a-b
llalll1b]] /Z? 2+ /Z? b2

where «; is a feature number 7 in a feature vector a of the previously extracted key-frame 4 and
b; is a feature number 7 in a feature vector b of the previously extracted key-frame B. Cosine
similarity is a metric used to measure how similar the frames are, irrespective of their size. Its
measures range between 0 and 1. The larger the cosine value, the more alike the two frames
and vice versa. In order to maintain temporal data while extracting key-frames from video clips,
we preserved the order of extracted key-frames by assigning them sequence numbers. Then, we
recomposed each video clip using only the extracted key-frames. The length of produced video
clips varies depending on the total number of extracted key-frames.

(1)

Cosine Similarity =

3.2.2 Input Processing Pipeline

Initially, we started preparing our dataset to fit accurately into the model’s requirements.
Accordingly, our first step was to apply a pipeline for extracting frames from video clips and
saving them as array files. After that, we applied a second pipeline to resize, crop, and pre-process
the extracted frames to be prepared as inputs to fit the network. The third pipeline was used to
load serialized files and create a data stream for training purposes (see Fig. 7). For splitting the
dataset, we used values of 80%-10%-10%, for training, testing and validation phases, respectively
(see Tab. 1), where the validation samples are completely not shown or used during the training
and testing phases.

Pipeline 1 Pipeline 2 Pipeline 3
Input Processed
video clip video clip
e ; — L2

Figure 7: Input data processing pipeline

Table 1: Dataset splitting

Class name Total Training Testing Validation
Negative engagement 1,046 896 100 50
Positive engagement 1,049 896 100 53

3.3 Model Generation to Detect Engagement Levels

Transfer learning for spatiotemporal feature extraction is very useful in cases where only small
datasets were available, like our case. It is also crucial to speed up overall training and computa-
tion time by transferring biases and weights generated by training millions of data samples instead
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of learning them from scratch. To generate the proposed Prediction Model (PM) that recognizes
engagement levels based on a micro-body gesture analysis, we reviewed different approaches for
learning and analyzing spatiotemporal features. Eventually, we selected the C3D model [25] thanks
to its different properties. It was intensively studied for different video analysis tasks, such as
Action Recognition, Action Similarity Labelling, and Scene and Object Recognition. Moreover,
this model is not only simple and efficient, but also well-evaluated.

The C3D model is built using the 3D CNN architecture. It takes video frames as input and
performs 3D convolution and 3D pooling to preserve and propagate temporal information across
the network. The original C3D architecture is composed of 5 convolution layers. A max-pooling
layer follows each convolution layer (a total of 5 pooling layers). Finally, 2 fully connected layers
and a Softmax loss layer are used for label prediction. The number of filters of convolutional
layers is 64, 128, 256, 512 and 512 respectively. All kernels have 3 x 3 x 3 shape. Convolution
layers have both spatial and temporal padding and Stride of 1. All pooling layers are max pooling
of size 2 x 2 x 2. To prevent temporal signals from merging too early, the first pooling layer was
1 x 2 x 2 (see Fig. 8).

2 (5§ S=w8=m=w8=N=N8=N=NS Ol ©
>logl & SR = (8HKSw =[SH8SH =|8aSH = (8208
5 [ vl D B R o I v D e I v o ] I i 1 L
= N s Nl |- Nl |- Nl ™ o
L A ) I - Nt . A N 8 o

Figure 8: C3D base architecture

Input videos were divided into 16-frame clips (non-overlapped) and resized to 128 x 171 in
order to form the network input shape 3 x 16 x 128 x 171. During the training phase, clips
were randomly cropped into 16 x 112 x 112 crops for spatial and temporal jittering. The original
C3D model was trained using the Sport-1M dataset [44] which is one of the largest benchmarks
for video classification. SGD optimizer was used for training with an initial learning rate of
0.003. Learning rate was divided by 2 every 150 K iterations. Optimization stopped at 1.9 M
iterations after about 13 epochs with accuracy rates of 85.2%, 78.3%, 98.1%, and 22.3% for action
recognition, action similarity labelling, scene classification, and object recognition, respectively. We
proposed two approaches for learning spatiotemporal features using the C3D model. The first
approach is to use a pre-trained C3D model and linear classifiers, like the Support Vector Machine
(SVM). The second approach is to fine-tune the C3D model for both learning deep spatiotemporal
features and classification tasks. Tab. 2, reports the configurations and settings of the C3D model.

3.3.1 Approach 1: A Pre-Trained C3D Model with Linear Classifiers

In the first approach, we used a pre-trained C3D model as a feature extractor to make classi-
fications using linear classifiers, such as SVM and Naive Bayes. After preparing and processing the
dataset as per our requirements, we utilized it for training the C3D model. The training time varies
depending on the batch size and other system specifications, like GPU. The extracted features
were used with both SVM and Naive Bayes classifiers. In this approach, the SGD optimizer was
used with a learning rate of 0.003 in the training phase. In the next subsection, we will present
the details of the second approach that aims at fine-tuning the pre-trained C3D model.
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Table 2: Configurations and settings of pre-trained C3D model

C3D model

Optimizer
Learning rate

Number of fully connected layers
Number of convolution layers
Number max pooling layers

Training dataset
Training epochs
Trainable params
Non-trainable params
Total params

SGD
0.003

2

5

5
Sports-1M
13
61,214,464
0
61,214,464

3.3.2 Approach 2: Fine-Tuning the Pre-Trained C3D Model

For C3D model classification, we applied a fine-tuning method to be able to replace the last
layer and modify the model as per our dataset. Therefore, we had to freeze the previously trained
model layers to prevent them from being updated during the training process. We also added 3
new trainable dense layers on the top of the frozen layers. They will learn to turn the old features
into predictions on a new dataset. In addition, we used the Adam Optimizer instead of SGD
with a learning rate of 0.0003. The model was trained for 15 epochs. We used the categorical
cross entropy loss function to compute the loss between true labels and produced predictions (see

Fig. 9 and Tab. 3).

Random
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-;U.,\ ‘\/1
@< X XXy ~ wmp
{ .{"' VX @

Trained C3D model
with huge data

Update weights

- Fine-

.9, - tuned
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New Dataset and

e classes
Our new
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Figure 9: Transfer learning and fine-tuning approach for using C3D model
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Table 3: Configurations and settings of fine-tuned pre-trained C3D model

Fine-tuned pre-trained C3D model

Optimizer Adam

Learning rate 0.0003

Number of fully connected layers 3

Number of convolution layers 5

Number max pooling layers 5

Training dataset Our new engagement dataset
Training epochs 15

Trainable params 246,122

Non-trainable params 27,655,936

Total params 27,902,058

4 Result and Evaluation

In this section, we present the conducted experimental study and the evaluation of the
proposed work.

4.1 Performance Measures

We used different performance measures to assess the proposed model, namely accuracy, loss,
precision, recall and F1-Score. Accuracy measures the percentage of correctly predicted labels
to the total number of predicted labels. Precision measures the fraction of correctly predicted
positives out of the retrieved instances belonging to a certain class. Recall measures the fraction
of true positives that were retrieved. F1-Score is calculated as a function of precision and recall
to measure the test data accuracy. Loss measures the penalty of failure. See (Eqgs. (2)—(6)).

True Positive + True Negative

A = 2
ceuracy Total number of video clips (2)

o True Positive
Precision = — — (3)
True Positive + False Positive

True Positive
Recall = — 4)
Total actuall positive

Precision % Recall

F1-Score=2- — ®)
Precision + Recall
k

Cross entropy loss = L(0) = — Zyi log(7:) (6)

i=1

4.2 Experiments and Results

In our work, we conducted several experiments. We present the results obtained from the three
selected experiments. The aim of the two experiments (1 and 2) consists in justifying our choices.
The goal of the third experiment is to measure, evaluate, and validate the model performance.
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4.2.1 Classification Results With and Without Key-Frames

In this experiment, we examined the performance of the fine-tuning pre-trained model before
and after extracting and restructuring the dataset using key-frames. The obtained results (as shown
in Tab. 4) show considerable improvement with key-frames. Thus, we can conclude that using the
key-frame selection method improves both the quality of the dataset and the performance of our
prediction model.

Table 4: Comparing fine-tuned pre-trained C3D performance before and after applying key-frame
extraction on dataset

Measurement ~ Key-frames selection =~ No key-frames selection

Accuracy (%) 94 73.04
Loss 0.2047 0.9889

4.2.2 Pre-Trained C3D with Linear Classifiers

In order to evaluate the performance of using linear classifiers with the pre-trained C3D, we
used the pre-trained C3D model as just a feature extractor. Classification was made using both
SVM and Naive Bayes classifiers. The performance of the pre-trained model with the two linear
classifiers (SVM and Naive Bayes) is summarized in Tabs. 5 and 6. Based on the tables, the Naive
Bayes classifier recorded lower performance measures compared to SVM, with a difference of 16%
in terms of prediction accuracy.

Table 5: Confusion matrix of C3D + SVM performance

Class name Precision Recall F1-Score
Negative engagement 91% 96% 0.93
Positive engagement 96% 90% 0.93
Accuracy 93%

Table 6: Confusion matrix of C3D + Naive Bayes performance

Class name Precision Recall F1-Score
Negative engagement 76% 79% 0.77
Positive engagement 78% 75% 0.77
Accuracy 77%

4.2.3 Fine-Tuning the Pre-Trained C3D

The goal of this experiment is to measure, evaluate and validate fine-tuning the pre-trained
model performance (approach 2), which will be compared to the performance of the pre-trained
model (approach 1). The performance is summarized in Tab. 7, where it reports the confusion
matrix with the five performance measurements mentioned previously. The next table (see Tab. 8),
summarizes the performance of both approaches in terms of accuracy (see Tab. 6).
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Table 7: Confusion matrix of proposed fine-tuned pre-trained C3D performance

Class name Precision Recall F1-Score
Negative engagement 92% 96% 0.94
Positive engagement 96% 92% 0.94
Accuracy 94%

Loss 0.2047

Table 8: Summary of the proposed methods performance

Approach Accuracy (%)
Pre-trained C3D + SVM 93
Pre-trained C3D + Naive Bayes 77
Fine-tuned Pre-trained C3D 94

According to the tables, the lowest performance was achieved by the C3D + Naive Bayes
classifier with an accuracy of 77%, while the highest performance was achieved by fine-tuning the
pre-trained C3D model with an accuracy of 94%. However, the performance gap between the pre-
trained C3D 4+ SVM and fine-tuning the pre-trained model was only 1%. We also compared our
approach to the state-of-the-art engagement detection methods. Our proposed method achieved
a higher performance in terms of model accuracy, compared to the C3D + Naive Bayes. (See
Fig. 10 and Tab. 9).

PERFORMANCE

s Accuracy

T T

Fine- Pre-

ANN  CNN ANN sym Naive tuned tr:ir:(;d trained gy CNN VGGnet Err:n%ﬁe DBN
SVM [6] SVM [6] Bayes Pre- C3D +
[5  [1] mol 113l PRS i cassv (30 OG[M] [11]  [11]  Model [12]
Cc3D M Bayes (1]

mAccuracy 72.90% 85% 0 72.90% 85% 75.50% 73.30% 94% 93% 77% 67.69% 72.03% 68.11% 77.76% 87.25%

Figure 10: Comparison of our model performance with state-of-the-art methods

Beside, we compared the performance of fine-tuning the pre-trained C3D model and the
pre-trained C3D+SVM model based on the number of input modalities used (see Fig. 11). As
illustrated in Fig. 11, our single modality models outperform other multi and dual modalities.
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Table 9: Comparison of our approaches performance with state-of-the-art methods

Approach Accuracy (%)
SVM [6] 72.90
ANN [10] 85
SVM [13] 75.50
Naive Bayes [14] 73.30
SVM + HOG [11] 67.69
CNN [11] 72.03
VGGnet [11] 68.11
Engagement Model [11] 77.76
DBN [12] 87.25
Pre-trained C3D + SVM 93
Pre-trained C3D + Naive Bayes 77
Fine-tuned Pre-trained C3D 94
Performance
3 3
2
1 1 ; 1 1 1 1
73% 85.00%  75.50% 73% 94% 900%  77.00%  e7e9%  7203%  68.11%

SVM [6] ANN [10] SVM [13] Naive Bayes Fine-tuned Pre-trained Pre-trained SVM+HOG CNN[11] VGGnet[11]
[14] Pre-trained C3D+SVM C3D + Naive [11]
C3D Bayes

= Accuracy Number of Input Modalities ~ --------- Linear (Accuracy )

Figure 11: Comparison of our model with other methods based on the number of input
modalities

Based on these findings, it is convenient to use the transfer learning approach for analyzing
micro body gestures to detect e-learners’ engagement levels. Results also show that using the Key-
frame extraction method significantly increased and improved the classification performance. In
the following section, we will tackle different validity threats related to our work.

5 Validity Threats

Validity indicates the soundness and the trustworthiness of the results obtained from an
experimental study. It demonstrates the extent to which the results can be valid and independent
of other researches. In this study, we are concerned with the main types of validity, namely
(1) internal validity, (2) external validity and (3) reliability.
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5.1 Internal Validity Threats

Internal validity is concerned with the cause-and-effect relationship between the different
factors in a research study. To increase internal validity, all internal factors that could affect the
performance would be addressed and fixed. In our study, we have addressed the following threats
and tried to minimize their impacts. The first threat is concerned with the collected video dataset
from five different volunteers. However, all of them are female college students, as males refused to
take part in our study. To reduce the effect of having only female volunteers, we did not take into
consideration any aspect of facial features, facial expressions or appearances. We only considered
their expressed body gestures and motions. However, it is necessary to include both female and
male participants in the dataset, retrain the model, and evaluate performance accordingly. The
second threat is concerned with the number of volunteers in the collected dataset. As mentioned
earlier, we have only five volunteers due to the COVID-19 crisis and social distancing. This was
the maximum number of participants we could get. Thus, our dataset is limited in number. To
decrease the impact of this threat, we have collected our dataset in natural uncontrolled settings.
No conditions or restrictions were applied to webcam types, laptop types, operating systems,
device distance from volunteers, etc. Our dataset uses a cheap technology available to each
e-learner. The third threat was our computational capability. For both training and data processing
phases, we used a laptop with an Intel core i7 8th generation processor, NVIDIA GEFORCE
GTX graphics card and 8 GB RAM. The configuration settings of our used device are not at the
highest level. Compromising is a necessary step during the training process, especially in selecting
the number of training epochs, the batch size and the size of the processed data. To decrease the
effects of such threats, we used the maximum computing capacity to produce the best performance
and increase the 8 GB RAM to the maximum allowed capacity of 16 GB RAM. In addition, we
increased training time.

5.2 External Validity Threats

External validity is concerned with the extent to which our study findings can be generalized.
In this study, we detected the following external threats and tried to minimize their impacts. The
first external threat is related to how volunteers, knowing that they are being recorded, may behave
in front of the webcam. As humans, we might behave differently and unnaturally in front of
other people or during the recording process. To reduce the impact of such factors, volunteers
responded to an interview before the start of the data collection phase. They were asked to act
and behave as natural and normal as possible. In addition, we developed the data collection tool.
No pop up messages, questions or notifications are displayed or required. We did not want to
cause any distractions to volunteers during the recording sessions.

The second external threat is our inability to establish emotion stimulations for volunteers. As
we did not have any control over the lectures duration, course materials, the starting time of each
lecture, etc., we could not offer volunteers specific materials that can stimulate certain emotions
and reactions. Thus, labelling the data becomes expensive and error prone. Controlled sessions
in terms of given materials and start-end time could lead to a better and clearer data labelling
and performance. However, despite this fact, our data reflects the true and natural settings of the
e-learning environment of any e-learner. Our model can perform very well in realistic conditions.

The third external threat is the position of the built-in webcam in the device. One out of
five volunteers had her built-in webcam at the bottom of her screen. Thus, her recordings were
different from other common recordings with at the top built-in webcam. This may have affected
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the performance of the model. We need a further investigation to address the effect of this factor
on the model’s performance.

5.3 Reliability

Reliability is concerned with the extent to which results and analysis depend on specific
researchers. In this study, we have implemented many procedures and measurements in each phase
of our framework in order to ensure the reliability of the proposed work. Therefore, we developed
our method to perform well in such natural environmental circumstances. This was accomplished
by using input videos recorded in natural settings to generate prediction models. Furthermore, we
guaranteed that our developed method is efficiently and effectively applicable on different devices
and platforms using simple operations and available resources, such as laptops/PCs and webcams.

In this work, we maintained many practices and procedures in order to minimize the impact
of different validity threats and sustain the reliability and validity of our findings. We believe that
the reported performance results are real and comprehensive. However, our method still has many
limitations that must be resolved. Further investigations are also needed. Therefore, our obtained
results cannot be generalized to all situations.

6 Conclusion

In this work, we proposed an effective, efficient and affordable method for detecting students’
engagement levels in e-learning environments using webcams. We developed and compared the per-
formance of two novel approaches to be able to analyze micro body expressions for engagement
level detection. The first approach permits to extract spatiotemporal features of e-learners’ micro
body gestures. The second approach uses deep features extracted by the pre-trained model with
two linear classifiers (SVM-Naive Bayes). For both approaches, we used the well-known (C3D)
model pre-trained on a large-scale video dataset, called the Sport-1M dataset. The suggested work
was experimentally established on a new collected video dataset recorded using webcams. However,
it included several challenges. Our findings show that fine-tuning the pre-trained C3D model and
the pre-trained C3D + SVM are very efficient as they achieved higher accuracies of 94% and
93% for model 1 and model 2, respectively compared to the state-of-the-art engagement detection
methods. Our study generated more encouraging results and promising performance compared
to other existing approaches. Our novel approach used the deep 3D CNN architecture to learn
spatiotemporal features of micro body gestures for engagement level detection based on input
videos. The 3D CNN model performs well in learning motion and appearance information related
to the task of detecting e-learners’ engagement levels based on their expressed micro body gestures.
The proposed approach outperforms other vision-based methods in the engagement detection task.
However, this work has many limitations in terms of the size and the diversity of the collected
dataset which is very fundamental and important for generating the prediction model. Although,
the generated model performs very well, further improvements and experimentations are required.
We have also detailed the different internal and external threats related to our work, see Section 5.
Our future works will put special focus on: (1) implementing multilevel engagement detection clas-
sifiers. Multilevel classifiers aim at obtaining a more precise engagement level classification. This
can be achieved by implementing different classifiers trained on the different parts of dataset and
integrating their outcomes in the final decision-making process and label prediction. In addition,
(2) increasing our dataset to include more participants from both genders. (3) Fusing our method
(based on micro body gestures) with other methods and modalities (e.g., Keyboard and Mouse
activities and facial expressions) in order to develop a multimodal engagement level detection
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method. We will validate the developed multimodal method based on an online comprehensive
assessment of accuracy and execution time.
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