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Abstract:People often communicatewith auto-answering tools such as conver-
sational agents due to their 24/7 availability and unbiased responses. However,
chatbots are normally designed for specific purposes and areas of experience
and cannot answer questions outside their scope. Chatbots employ Natural
Language Understanding (NLU) to infer their responses. There is a need for
a chatbot that can learn from inquiries and expand its area of experience with
time. This chatbot must be able to build profiles representing intended topics
in a similar way to the human brain for fast retrieval. This study proposes a
methodology to enhance a chatbot’s brain functionality by clustering avail-
able knowledge bases on sets of related themes and building representative
profiles. We used a COVID-19 information dataset to evaluate the proposed
methodology. The pandemic has been accompanied by an “infodemic”of fake
news. The chatbot was evaluated by a medical doctor and a public trial of
308 real users. Evaluationswere obtained and statistically analyzed tomeasure
effectiveness, efficiency, and satisfaction as described by the ISO9214 standard.
The proposed COVID-19 chatbot system relieves doctors from answering
questions. Chatbots provide an example of the use of technology to handle an
infodemic.

Keywords: Machine learning; text classification; e-health chatbot; COVID-
19 awareness; natural language understanding

1 Introduction

Artificial Intelligence (AI) enables machines to act independently and intelligently without
prior programming. AI learns from continuous interaction with the environment and users. It is
of great interest to develop smart conversation agents (chatbots) that interact intelligently with
users. Some chatbots interact with appliances and other devices.
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the original work is properly cited.

http://dx.doi.org/10.32604/cmc.2022.020358


2620 CMC, 2022, vol.70, no.2

The characteristics of smart chatbot systems include the following:

• Its ability to interact simultaneously with multiple users reduces the need for service
employees;
• It can work continuously, 24/7;
• Intelligent conversation systems are psychologically unaffected by customers;
• It significantly reduces expenses.

Conversation agents are either dialogue systems or chatbots. Dialogue systems perform specific
functions such as making flight reservations [1]. Chatbots mimic human conversation [2]. While
English language dialogue systems have been proven stable and accurate, 97% of current dialogue
systems are unsuitable for use with Arabic [3].

We propose a methodology to mimic the human brain by grouping related topics for ease of
classification, fast retrieval, and increased accuracy of chatbots. Specifically, we propose a COVID-
19 chatbot.

Coronaviruses (COVID-19) infect animals and humans and may severely affect health. The
coronavirus detected in December 2019 caused a worldwide pandemic [4–6].

Many countries in the Middle East have begun awareness-raising campaigns focusing on
prevention rather than treatment, including tips for dealing with COVID-19 and preventing
its spread, fighting rumors around it, emphasizing hand-washing, remaining at home, avoiding
crowds, practicing social-distancing, and identifying symptoms [7]. The Saudi Ministry of Health
has broadcast more than three billion educational text messages in 24 languages [8]. Hassounah
et al. [9] highlighted how the Kingdom of Saudi Arabia (KSA) used digital technology in the early
stages of the pandemic, and praised the use of chatbots in both the United States and Singapore.

Governments around the world desire to stop the spread of COVID-19. Increasing awareness
of pandemic effects is a high priority. This study investigates the development of a chatbot to
respond to coronavirus inquiries and share information and advice to help reduce the spread of
the virus. This can efficiently increase awareness, for the following reasons:

• Majority of people like using recent technologies;
• Chatbots reduce anxiety and stress by combating the infodemic of fake news [10,11], as

a single, credible source of information from organizations such as the World Health
Organization (WHO) and Kingdom of Saudi arabia (KSA) Ministry of Health;
• Chatbots are available around the clock. Their information is updated quickly and author-

itatively. They can interact with thousands of people simultaneously at a low cost;
• Chatbots reduce demands on healthcare practitioners;
• The proposed system can significantly reduce the cost of healthcare awareness services;
• A chatbot merely requires an internet connection, which makes it convenient, efficient, and

fast.

The remainder of this paper is organized as follows. Section 2 presents a literature review
covering chatbots, particularly in the medical area. Section 3 describes the methodology and
implementation of the proposed chatbot. Section 4 presents an evaluation. Section 5 provides
concluding remarks and suggestions for future work.

2 Related Work

People communicate with each other primarily through conversation. Intelligent conversa-
tion agents communicate in this way. Moreover, the recent intelligent conversation agents have
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convinced the users engaging with the chatbot that the conversational chatbot agent has human-
like attributes [12]. Such systems have developed in various areas. For example, Boné et al. [13]
developed a Portuguese-speaking chatbot for use in disasters.

Researchers have experimented with chatbots in areas such as education, health, and business.
Their potential in education has been analyzed [14,15]. Labeeb [16] introduced an intelligent
conversational agent to enhance course teaching and allied learning outcomes. Chien et al. [17]
proved that students could collaborate with chatbots for better design solutions. Fryer et al. [18]
investigated why chatbots are not yet a powerful tool for language learning. It was argued that
the chatbot as a learning tool to improve teaching is still in its infancy [19].

Black et al. [20] systematically reviewed the impact of e-health on health care quality and
safety. To develop a conceptual model helps health professionals to adopt it in their areas [21].
Several researchers investigated the use of emerging technologies to improve the health sector.
Uohara et al. [22] summarized how chatbot technologies provide the means for triage and to sup-
ply care at scale. Technology was found sufficient to persuade patients to modify their behaviors.
Van Gemert-Pijnen et al. [23] explained technology can be used as a persuasive approach in the
health field. During a pandemic, persuasive technology is vital to convince the public to follow
precautions.

Researchers have discussed AI techniques to fight infodemics, both directly and indirectly.
Twitter is a significant foundation for infodemiology research [24]. Bahja et al. [25] discussed the
importance for policymakers to use social media to identify concerns. Alomari et al. [26] proposed
a tool using unsupervised latent Dirichlet allocation (LDA) machine learning to inspect Twitter
data in Arabic to identify government pandemic measures and public concerns. Another effort
employed a chatbot for news dissemination [27]. Battineni et al. [28] discussed the use of a chatbot
to assist patients living in remote areas by encouraging preventive measures, providing updates,
and reducing psychological harm triggered by isolation and fear.

Applications and evaluation measures of health-related chatbots were reviewed [29]. Bibault
et al. [30] compared chatbots and physicians at delivering information to breast cancer patients. A
medical chatbot used AI to diagnose disease before doctor visits [31]. An overview was provided
on the use of conversational agents in clinical phycology [32]. A study examined the responses
of four commonly used conversational apps to mental health questions [33]. A research model
was developed to explain the adoption of conversational agents for disease diagnosis [34]. The
willingness to interact with intelligent health chatbots was studied [35].

A study reviewed the role of AI to provide information to prevent COVID-19 infection [36].
Jamshidi et al. [37] extracted reactions to fight the virus through AI. Shen et al. [38] analyzed
over 200 articles on robotic systems and concluded that the pandemic would fuel the growth of
the robotics industry. A study argued that chatbots could provide needed information updates and
lessen the psychological damage caused by fear and isolation [39].

Tanoue et al. [40] adopted a chatbot for the mental health of family, friends, and coworkers
of COVID-19 patients in Japan. We found a significant development of chatbots for screening. A
chatbot was employed to screen health employees for COVID-19 infection possibility by answering
several questions [41]. Martin et al. [42] found that Symptoma, a symptom-to-disease digital health
assistant, could identify COVID-19 with 96.32% accuracy. Dennis et al. [43] studied how people
react to COVID-19 screening chatbots, and identified a need to convince users that the chatbot
can provide the same response as a human.
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3 Building the Chatbot Brain

We completed two research objectives. The first objective was to propose an architecture for
a chatbot with a human-like brain profile to improve its response accuracy. The second was to
develop a chatbot with a credible knowledge base from World Health Organization (WHO) and
the Kingdom of Saudi Arabia (KSA) Ministry of Health. Fig. 1 illustrates the phases of the
proposed chatbot.
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Figure 1: Phases of COVID-19 awareness chatbot development

ProblemDefinition: We sought to understand the research objectives and requirements from an
intelligent software development process and public health concerns, and to formulate a commu-
nity service problem definition. The chatbot was developed to decrease the burden on healthcare
workers.

Planning: We first determined what people thought of chatbot applications and whether they
would accept and trust a chatbot during a pandemic. We had to consider the user’s motivations
and capabilities, with the aim to promote pandemic prevention and behavioral change.

3.1 Goal A: Building Chatbot Brain Profiles
During data gathering, we retrieved COVID-19 health information from the official websites

of the WHO and KSA Ministry of Health (Fig. 2).

A medical doctor helped us to order relevant information about each topic of the chatbot
repository, as shown in Fig. 3. Data preparation considered activities required to populate the
chatbot knowledge base. Tasks included data preprocessing, categorization (prevention, symptoms,
and awareness), and selection, and a design suitable for natural language understanding (intents
and entities).
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Search the trusted WHO and Ministry of Health online for Q&A and information

Compose two pool of information in English and Arabic languages

Medical Doctor review to choose the suitable information

Grouping awareness information into collections of related topics

(Data processing and conversion) convert unstructured data into
structured dataset suitable for chatbot (intents and entities) 

Figure 2: Data collection phase

During the development of the chatbot, we found that to retrieve the appropriate answer to a
question could be quite difficult, as questions are short sentences. After tokenization and removal
of stop-words, only a few words were left to be manipulated and processed so as to understand
the context and find the answer. Although we tried different similarity methods to find the best
match to the inquiry, the accuracy of the answer was somewhat questionable, and there was large
classification error. We used a methodology and structure to guarantee better accuracy. Fig. 4
illustrates the methodology, which can be explained as follows.

A knowledge base prepared at the previous step was preprocessed and converted to a struc-
tured format suitable for the chatbot inference engine. The development team transformed this to
entities (e.g., places, objects) and intents (what the human should obtain as a response). A doctor
clustered the accepted dataset into groups of questions with similar intents, keywords, and phrases
(terms).

The output is a number of clusters, each containing a group of questions and related answers
with unique IDs. Clustering is a good way to reduce the calculation of the similarity of questions
to specific clusters (profiles), instead of to all the questions in the dataset. Each cluster is asso-
ciated with a list of terms from the cluster profile representing that cluster and distinguishing it
from other clusters. These terms are generated by tokenizing the questions in the cluster. The stop-
words were removed to keep only the meaningful words and reduce the possibility of counting
words with the same meaning (e.g., ‘liked’ and ‘liking’). Then the remaining tokens were stemmed
using a porter algorithm to find the root word (e.g., ‘like’). The frequency of stemmed words was
counted. Finally, these terms were weight with TF-IDF [44].
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Figure 3: Flowchart of COVID-19 chatbot knowledge base

Figure 4: Building brain profiles for better similarity prediction
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n tokens to form question set Q = {T1, T2,. . ., Tn}. TF-IDF calculates the frequency of
occurrence of i in question set Q, and Wi,j is the calculated weight for term i in question j.

tf (t,q)= ft,q∑
t−∈q ft,q

(1)

idf (t,Q)= log
(

N
count(t ∈T , q ∈Q)

)
(2)

tf − idf (t,q,Q)= tf (t,q). idf (t,Q) (3)

The weight for each term is calculated as

WWi,j =
(
0.5+ 0.5

ft,q
maxt ft,q

)
· logN

nt
(4)

where N is the total number of questions in the dataset to be clustered to groups of profiles. The
stemmed and weighted keywords are sorted in ascending order based on the calculated weight
using Eq. (4) to form the list of keywords that best represents the cluster. When a user asks a
question, the similarity engine calculates the similarity of the question to the profiles and finds the
most related profile. The similarity engine calculates the similarity to the questions in the selected
profile to match it with the most similar question using similarity Eq. (5) and retrieves the answer.

Applying Natural Language Processing: NLP techniques are applied to build a chatbot brain
to comprehend requests and respond accordingly. NLP can be categorized into natural language
understanding (NLU) and natural language generation (NLG) [45]. Fig. 5 illustrates the main
steps of getting the human question, digitizing it, understanding it, and finding the most suitable
answer.

Figure 5: Receiving and responding to inquiries

Structuring input data: An NLP chatbot follows several steps to transform a human inquiry
into structured data it can understand and choose the correct response. NLP then breaks down
the investigation into tokens that can be processed and analyzed to extract meanings and relations.
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For better similarity matching later, Arabic stop-words (such as ) are
removed. Remaining words are stemmed to their roots to assure that no two terms of the same
purpose are extracted. Linguistic analysis is then applied to derive meanings. Finally, the chatbot
pursues entity classes like COVID-19 symptoms, preventions, and awareness, which helps the
Named Entity Recognition function to recognize the entities in the question to match it with the
related answer.

A similarity measure, as explained by Algorithm 1, is applied to weigh and choose the highest
practical intent for the purpose of finding the suitable answer for this inquiry. Similarity can be
measured by Jaccard similarity or Levenshtein distance. Jaccard similarity is used to calculate
the similarity of an inquiry (Inq) and a generated list of related intents and entities (Res). It is
computed as

J(Inq,Res)= |Inq∩Res||Inq∪Res| =
|Inq∩Res|

|Inq| + |Res| − |Inq∩Res| (5)

where 0 ≤ J (Inq, Res) ≤ 1. The numerator in Eq. (5) is the intersection of elements in both
statements, and the denominator is the total number of items across them. We assume that
similarity scores greater than 65% are equivalent. Since several intents might be semi-related as
an answer, the response with the highest calculated score is chosen.

The Levenshtein distance measures the difference between statement texts. The Levenshtein
distance between two strings Inq and Res (of length |Inq| and |Res|, respectively) is given by

lev(Inq,Res)=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

|Inq| if |Res| = 0,
|Res| if |Inq| = 0,
lev(tail(Inq), tail(Res) if Inq[0]=Res[0]

1+min
⎧⎨
⎩

lev(tail(Inq),Res)
lev(Inq, tail(Res))

lev(tail(inq), tail(Res))
otherwise

(6)

where the tail of some string S is a string of all but the first character of S, and S[n] is the nth

character of string S, starting with character 0.

Algorithm 1: Build-and-Select-best-Response.

Input: user-inquiry (q)
Output: chatbot appropriate response (r)
1. Convert the user’s inquiry into structured data suitable for response generation process
2. begin
3. While q is not empty do
4. Convert inquiry sentence to lower-case
5. Convert inquiry q into set of words
6. extract_words(q→w[ ])
7. Remove-Stopwords( w[ ] - Stop-List[ ])
8. //Divide the remaining-extracted words into tokens linguistically meaningful
9. Tokenize(w[ ] → t[ ])
10. Token-stemming-using-snowballStemmer (t[ ] → s[ ])
11. stem_words s= [ ]

(Continued)
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12. for t in words:
13. ss= SnowballStemmer_stemmer.stem(t)
14. stem_words.append(ss)
15. Named-Entity-Recognition E to recognize facts such as symptoms, prevention-measures,

places
16. Recognize intents-List N
17. Calculate-Intents-priority to choose N with highest score to match the inquiry
18. Convert selected Intent into set of words with frequencies
19. Function Build-Responses-list (R)
20. Calculate-similarity[response]
21. C← Extract candidate answers related to R
22. for (w ∈ C) do
23. Weight answers(intents)
24. C← Sort intent-response
25. S←Choose the intent-response with highest confidence
26. Return r

3.2 Goal B: An Awareness COVID-19 Chatbot
Our second goal is to help KSA authorities to increase awareness of the COVID-19 pan-

demic through the chatbot. The structured knowledge base for the chatbot was constructed from
information from the WHO and KSA Ministry of Health. Fig. 6 shows the chatbot’s architecture.
The user asks a question, which the system forwards to the chatbot interface [46] as the system’s
back end. We used Chatterbot (https://chatterbot.readthedocs.io), a Python library, to develop the
chatbot.

The NLP engine identifies intents and entities from an inquiry, and a list of candidate
responses is generated. The response with the highest weight is sent back to the user as the
response. Chat history is saved in a MongoDB database [47]. The front end was developed with
Python and Flask, a Python framework used to develop Web applications. We used a PyCharm
integrated development environment (IDE) for Python programming, and RapidAPI to search an
API with updated COVID-19 information. A webhook connected the chatbot interface to the
Python/Flask [48] framework. MongoDB Atlas was used to save inquiries and answers. Fig. 7
shows sample inquiries and responses in Arabic, with English translations.

Figure 6: Chatbot architecture

https://chatterbot.readthedocs.io
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Figure 7: Sample of user inquiries and responses

4 Experimental Evaluation

We evaluated the ability of the chatbot to understand inquiries, and to accurately respond
to them in a timely manner. We performed two experiments to evaluate the effectiveness of (1)
clustering questions and answers into groups of related topics and contexts; and (2) the proposed
chatbot.

4.1 First Experiment
We validated the proposed architecture for improving the similarity calculation and matching

of questions to answers. Different classification algorithms were used to evaluate the performance
of the proposed architecture using different volumes of questions in each round, such as 100, 200,
300, 400, 500, and 600 questions.

4.1.1 COVID-QA Dataset
To test the accuracy of the classification of answers to questions, we used the COVID-QA

dataset on Kaggle (https://www.kaggle.com/xhlulu/COVIDqa) with over 800 paired questions and
answers retrieved from FAQs of the Centers for Disease Control and Prevention (CDC) and
WHO, which are available in eight languages. All pairs were cleaned with regex, labeled with
metadata, converted to tables, and stored in CSV files.

https://www.kaggle.com/xhlulu/COVIDqa
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4.1.2 Evaluation Results
The dataset was split into training (70%) and testing (30%) sets. We measured performance

by Accuracy, Precision, Recall, and F1:

Accuracy= TP+TN
TP+TN +FP+FN (7)

Precision= TP
TP+FP (8)

Recall= TP
TP+FN (9)

F1= 2 ∗ Precision ∗ Recall
Precision+Recall (10)

where TP = number of correctly predicted positive, TF = number of correctly predicted negative,
FP = number of falsely predicted positive, and FN = number of falsely predicted negative.

The classification was trained on set QA = (q1, a1),(q2, a2),. . .,(qn, an) of question (qi)-
answer (ai) pairs. We used k-nearest neighbors (KNN) and Naïve Bayes classification algorithms
on the RapidMiner platform [49]. When applying k-means, terms were distributed among the five
generated clusters, as shown in Fig. 8. The centroids of terms in the clusters are depicted in
Fig. 9, while Fig. 10 shows a heat map [50] of individual values in clusters. Terms are clearly
allocated to exactly one cluster, which enhances the accuracy of matching questions and answers.

Figure 8: Term distribution in each cluster

The KNN algorithm [51] finds the nearest neighbor of a new instance of the dataset by
calculating the distance to the nearest neighbor in the n-dimensional space. Naïve Bayes [52] is a
computationally inexpensive classifier normally used for text categorization. Tab. 1 lists the top 10
terms sorted by their calculated weights of importance that represent and distinguish each profile.
For instance, profile 0 is made up of the coronavirus definition, updates and causes, while profile
2 is made up of coronavirus tests and whether the results are positive or negative. Tab. 2 displays
the accuracy evaluation metrics depending on the number of questions, from which we can see
that the accuracy increased with the number of questions. This is due to the adding of the correct
terms representing each profile which increases the opportunity for the new question to be broken
into words that match them with the correct group of answer in the profile.
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Figure 9: K-means centroid chart

Figure 10: K-means heat map for some terms

Table 1: Accuracy evaluation metrics

Profile 0 Profile 1 Profile 2 Profile 3 Profile 4

Term Weight Term Weight Term Weight Term Weight Term Weight

Viruses 0.0719001 Coronavirus 0.0444876 Virus 0.1365204 WWW 0.0042182 Size 0.0189964
Vaccine 0.0433971 Question 0.0327215 Test 0.0474834 Article 0.0037754 Mutations 0.0185899
March 0.0431289 People 0.0317176 Positive 0.0246366 Italy 0.0035626 Claim 0.0181024
Bleach 0.0351639 Days 0.0288056 Covid 0.0211047 Viral 0.0034026 NSP 0.0174763
Update 0.0325141 China 0.0250509 Negative 0.0195566 Immune 0.0031156 Human 0.0173833
Surfaces 0.0304114 Answer 0.0243003 Sensitivity 0.0195245 Org 0.0030745 Sequence 0.0165536
Water 0.0269988 COVID 0.0231053 Specificity 0.0179726 Com 0.0030745 Protein 0.0156211
Bats 0.0239080 Cases 0.0200131 Viruses 0.0163624 Pandemic 0.0030736 Diameter 0.0155753
Cold 0.0230316 References 0.0186644 Infected 0.0150874 Cells 0.0029813 Lopinavir 0.0152514
Coronavirus 0.0221041 Infected 0.0178177 Tests 0.0132564 Pathogens 0.0029650 Origin 0.0145441
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Table 2: Accuracy evaluation metrics

KNN Naïve Bayes

Number of
questions

Accuracy Precision Recall Classification
error

F1 Accuracy Precision Recall Classification
error

F1

100 79.4 78.2 79.4 20.5 78.79 80.4 78.5 80.04 19.5 79.26
200 82.05 80.55 82.02 17.9 81.278 83.56 80.94 82.82 16.44 81.869
300 82.05 80.55 82.02 17.9 81.27 83.56 80.94 82.82 16.44 81.86
400 83.12 86.71 83.12 11.88 84.877 82.53 80.47 81.99 17.47 81.222
500 84.82 83.2 83 14 83.099 84.82 83.04 84.65 15.18 83.837
600 87.1 85.7 87.1 12.8 86.39 88.12 86.7 88.12 11.8 87.40

4.2 Second Experiment
The developed chatbot was evaluated thoroughly. All steps in its construction were reviewed,

particularly as related to the knowledge base. Most chatbots present options which lead to further
layers of options, depending on the user’s response. However, our chatbot was designed for open
conversations without menus, options, or directions from the system. This makes accuracy more
difficult for the following reasons:

• There are different human expressions for the same inquiry;
• There are various dialects;
• Not all user inputs can be predefined; hence, the chatbot must respond to unanticipated
questions.

In addition to testing the chatbot with potential users, we asked medical professionals,
academics, and students to use the chatbot and answer several questions regarding their level
of experience, awareness, satisfaction, and recommendations. User feedback was reviewed by a
medical doctor and statistics expert to evaluate the chatbot’s efficiency and efficacy.

We employed four evaluation methods, based on (1) in-house; (2) experts; (3) real users; and
(4) ISO 9214 standard of usability (effectiveness, efficiency, and satisfaction) [53].

4.2.1 In-House Evaluation
Training and testing the chatbot during the development is done by interacting with the

chatbot and then retrieving the saved history of all the questions asked and inquiries made and
what the system has responded to. We determined the percentage of correct answers. Knowing
the questions with wrong answers helped us reclassify some questions, anticipate new question-
ing methods, and redefine intents and entities. We also learned of inquiries that we had not
considered.

4.2.2 Expert Evaluation
Expert evaluation can determine whether chatbot responses are suitable or natural [53,54].

We fetched the conversation history of users and chatbots during testing. A medical doctor
determined whether the chatbot’s answers to questions were correct and appropriate. Based on
this, we calculated the precision, as shown in Tab. 3.

The doctor explained some reasons behind the wrong answers. Some users asked strange and
irrelevant questions such as “ ” (“Am I a tree?”) or “ ” (“What is happening?”).
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Table 3: Precision and accuracy of expert doctor evaluation

No. of sessions investigated 796 sessions
No. of sessions with incorrect answers to some questions 81 sessions
Precision 81.5%
Accuracy 89.82%

Some questions, like “ ” (“Explain other countries’ experience
in fighting the pandemic”), raised the need for more sophisticated responses. Some users asked
questions to test the chatbot’s ability to reply. A default answer was prepared for such questions:
“ ” (“Kindly ask relevant questions”).

4.2.3 Real Users’ Evaluation
We aimed to assess the following: (1) the effectiveness of the chatbot for real users; (2) the

role of the chatbot to increase users’ awareness; and (3) users’ level of satisfaction. To do this, we
tested the following research hypotheses (RHs) (Fig. 11):

H1: the chatbot’s effective and accurate responses to inquiries leads to user satisfaction.
This RH investigated the effectiveness of the ISO 9214 standard of usability for chatbot
evaluation.
H2: Using the chatbot positively and significantly increases users’ awareness. This RH
investigated the efficiency of the ISO 9214 standard of usability for chatbot evaluation.
H3: Users’ satisfaction of using the chatbot is significantly mediated by their awareness.
This RH investigated the satisfaction metric of the ISO 9214 standard of usability for
chatbot evaluation.

Figure 11: Empirical research model

We solicited users through WhatsApp. A Google Forms questionnaire was distributed to
determine their awareness and satisfaction. The three-part questionnaire measured: (1) knowledge
of using a chatbot system; (2) awareness created by using the chatbot system; and (3) user sat-
isfaction with the chatbot’s functionality, effectiveness, response precision, and speed of response.
The targeted population was 35 million citizens residing in Saudi Arabia. The sample calculated
using Morgan’s table [55] for sampling size was calculated as 385. After one month, 308 responses
were received, for a response rate of 80%.
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Statistical Analysis Some major variables in the statistical analysis are shown in Tab. 4.
Females accounted for 51.6% of respondents, students for 51.9%; 54.5% were single, 48.4% held
a graduate degree, and 56.8% were 15–30 years old. We tested the variance of using chatbot
program between Male and Female using Independent Sample t-test, as the data showed a normal
distribution (P-value = 0.000 for both Kolmogorov–Smirnov and Shapiro–Wilk tests [56]). The
results indicate a significant difference between the groups (t =−6.357, P-value = 0.000), where
the mean of female chatbot use was more than that of males. Cronbach’s alpha was 0.857,
indicating that all constructs exhibited internal reliability. Tab. 5 shows the mean and standard
deviation of each construct.

Table 4: Hypothesis variable descriptions

Variable Description

CHB_USE Ease of use
Awareness Awareness as a method to fight the infodemic
Satisfaction Feeling of acceptance and fulfillment of need for accurate information.

Table 5: Mean and standard deviation for major variables

Variable Mean Std. Deviation

CHB_USE 0.85110 4.1989
Awareness 0.62018 4.2558
Satisfaction 0.79174 4.2873

Correlation Results Tab. 6 presents correlations among the three major constructs, proving a
significant relationship between the three constructs at the 0.01 level (2-tailed). This paves the way
for further investigation of the effects between variables.

Table 6: Correlations between major constructs

Variables CHB_USE Awareness Satisfaction

CHB_USE 1
Awareness 0.567∗∗ 1
Satisfaction 0.799∗∗ 0.649∗∗ 1

Hypotheses Results The results of hypothesis tests are shown in Fig. 12 and summarized in
Tab. 7. According to the results found, there was a significant effect of chatbot program using
and responding to users’ inquiries on users’ satisfaction at the 0.01 level (B = 0.799, P-value
= 0.000). Moreover, the correlation presented in Tab. 8 between the chatbot program using and
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users’ satisfaction supports the direct relationship with the 79.9% correlation found between both
constructs. Therefore, the first hypothesis is supported.

Figure 12: Estimated research model

Table 7: Results of direct and indirect relationship analysis

Hypothesis Direct-beta
coefficient

Indirect-beta
coefficient

Mediation
type
observed

H1: Chatbot-effectiveness →
Satisfaction

0.799 (0.032)∗∗ — —

H2: Chatbot-Using →
increasing awareness

0.567 (0.034)∗∗ — —

H3: Chatbot-Using →
Satisfaction (through increasing
awareness)

— 0.368 (0.038)∗∗ Full Med

Tests showed that use of the chatbot had a significant effect on user awareness at the 0.01
level (B = 0.567, P-value = 0.000). The correlation of 0.567 between both constructs indicates that
the percentage of the relationship between chatbot program using ad users’ awareness of 56.7%
is supported by the direct relationship found. Hence the second hypothesis is supported.

The third hypothesis supposes a mediation effect of user awareness between chatbot use and
user satisfaction. Results of a Sobel test indicate a significant mediation effect of users’ awareness
on the relationship between using the chatbot program and user satisfaction at the 0.01 level (B
= 0.368, p-value = 0.000). Therefore, the third hypothesis is supported.

4.3 ISO 9214 Standard for Usability
As mentioned above, we adopted the ISO 9214 standard to support the chatbot evaluation.

This standard is based on effectiveness, efficiency, and satisfaction. Effectiveness concerns the
chatbot’s ability to fulfill its intended purpose. Efficiency concerns the ability to perform tasks
without wasting resources. Satisfaction concerns users’ feelings that they get what they need. Of
the 308 survey responses, 94% supported the high impact of using technology to promote health
awareness, and 83.4% supported the use of the chatbot as a new awareness system that was better
than emails and text messages. While 37.5% of respondents had used a chatbot, only 22.5% had
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tried a smart system to learn about the coronavirus. Tab. 8 shows the statistical distribution of
users’ responses. It can be seen that the proposed chatbot effectively answered their inquiries, with
77% highly satisfied with the chatbot. Some 72% of the responses expressed that the chatbot had
increased their awareness of COVID-19, 51% were very satisfied, and more than 31% were satisfied
using the chatbot. Finally, 78% of users indicated that they would recommend the chatbot to
others.

Table 8: ISO 9214 standard for usability evaluation summary

ISO 9214 Standard Achieved objectives

Effectiveness (77%) Functionality achieved via:
• Credible information from trusted sources
• High satisfaction with language and expressions
used to answer inquiries
• Simple language
• Easy access
Capability of smooth user interaction

Efficiency and
awareness (72%)

Reliability of increasing coronavirus awareness

Efficient and timely response
Satisfaction (82%) Accessibility: satisfaction with ease of dealing with

chat
Quality of information
Recommending that others use the chatbot
Interactivity: Satisfaction with use of smart chat
Guarantee of user privacy, since no identification or
registration is required

5 Conclusions and Future Work

The COVID-19 pandemic has created an urgent need for knowledge. Smart chatbots can serve
as a trusted knowledge base for three reasons. They raise awareness and encourage precautionary
measures. They enable health professionals to focus on patients. They counteract the viral spread
of fake news.

The proposed chatbot uses NLU to comprehend inquiries and infer responses. A profiling
methodology for the knowledge base enhances similarity matching. The proposed chatbot was
evaluated while it was built, by a medical doctor to test the accuracy of answers, and by 308
real users. Evaluation results and statistical analyses confirmed its effectiveness, efficiency, and user
satisfaction.

For future work, we will consider adding features such as a voice assistant, especially for
visually impaired users.
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