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Abstract: Price prediction of goods is a vital point of research due to how
common e-commerce platforms are. There are several efforts conducted to
forecast the price of items using classicmachine learning algorithmsand statis-
tical models. These models can predict prices of various financial instruments,
e.g., gold, oil, cryptocurrencies, stocks, and second-hand items. Despite these
efforts, the literature has no model for predicting the prices of seasonal goods
(e.g., Christmas gifts). In this context, we framed the task of seasonal goods
price prediction as a regression problem. First, we utilized a real online trailer
dataset of Christmas gifts and then we proposed several machine learning-
based models and one statistical-based model to predict the prices of these
seasonal products. Second, we utilized a real-life dataset of Christmas gifts
for the prediction task. Then, we proposed support vector regressor (SVR),
linear regression, random forest, and ridgemodels asmachine learningmodels
for price prediction. Next, we proposed an autoregressive-integrated-moving-
average (ARIMA) model for the same purpose as a statistical-based model.
Finally, we evaluated the performance of the proposed models; the compar-
ison shows that the best performing model was the random forest model,
followed by the ARIMA model.

Keywords: ARIMA; machine learning; price prediction; random forest;
ridge; support vector regressor

1 Introduction

Today, making a decision about buying or selling any assets or gifts is a very difficult process.
A lot of factors and complexities can influence your decision, such as the best time for buying
or selling the products, goods, or seasonal gifts. In the financial market, the shareholders need to
know when to sell, and the customers need to get the products at good prices. Thus, the price
prediction issue has arisen. Price forecasts for trading stocks and commodities were primarily
based on intuition. As trading grew, individuals tried to find methods and tools which could
accurately forecast the rates, increasing their gains and reducing their risk. Many methods such as
fundamental analysis, technical analysis, information mining, statistical approaches, and machine
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learning techniques are used for price predication. The most hopeful results of forecast systems
might be a shift in people’s state of minds [1].

As discussed above, several methods can be used to resolve the price forecast issues, but
we will focus on only two: statistical models and machine learning models. There are plenty of
machine leaning models for evaluating and forecasting costs. Machine learning models can gain
from historic correlation and patterns in the data to make data-driven forecasts or choices [2].

Regression analysis is widely used for forecasting and prediction, where its use has a high
degree of overlap with machine learning. Regression analysis is likewise used to find the function
that maps the independent variables to the predicted (i.e., dependent) variable, and to find out the
forms of these relationships/functions. In limited circumstances, it can be used to identify causal
functions/relationships between the independent and dependent variables. In many of applications,
particularly with little results or concerns of causality based upon observational data, regression
techniques can provide deceptive outcomes. Regression designs for forecast are often helpful
even when the assumptions are reasonably breached, although they might not be carried out
optimally [3].

Many researchers have explored the problem of price prediction issues with the aid of various
machine learning approaches. For example, in [4], the authors forecast the carbon price utilizing
the LSTM model on a real dataset of China. In [5], the authors used three machine learning
methods: Artificial Neural Network (ANN), SVR, and random forest on cars and truck rate
predictions. In [6], many machine learning methods were utilized to forecast the rate of air travel.
(e.g., Multilayer Perceptron (MLP), Extreme Learning Device (ELM), random forest, bagging
regression trees, and direct regression).

Statistical methods for price prediction problems in [7] were predicting next-day electricity
prices based on the ARIMA methodology. In [8], the authors proposed using the ARIMA model
and the SVMs model in forecasting stock prices. Several research works utilized the ARIMA
model for the task of price prediction.

In the literature, many studies have focused on the subject of price prediction for a variety of
financial instruments (e.g., stocks and gold), using a variety of forecasting techniques. Examples
include price forecasting for coal, electricity, natural gas, houses, cars, prediction of Bitcoin prices,
and second-hand ecommerce price projection.

Despite these efforts, there is no existing research providing a model for predicting the prices
of seasonal goods, to our best knowledge. Thus, there is a vital need for models that can predict
the prices of seasonal goods and the ability to compare the performance of the machine learning
model against the statistical models. These proposed models can help the seller evaluate the
proper seasonal goods pricing, which attracts clients and increases profits based on historical data.
Historical data of seasonal goods pricing can guide the seller to select the most suitable prices.

In this vein, we framed the task of predicting the price of seasonal goods as a regression task.
We proposed a system for predicting the prices of the seasonal items using both machine learning
methods and statistical methods. The proposed system utilized a real-life dataset of Christmas
gifts. In addition, the proposed work utilized a set of machine learning models and the ARIMA
statistical model price. The proposed models are thoroughly evaluated on different evaluation
metrics. The main contributions of this paper can be summarized as follows:

(1) To the best of the authors’ knowledge, we proposed the first price prediction models of
seasonal goods.
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(2) We provided a comparison between the machine learning-based model and the statistical-
based model to learn which model type resolves the problem better.

(3) The proposed models are evaluated on several performance evaluation metrics.

The rest of the paper is organized as follows. Section 2 presents a brief theoretical back-
ground, explaining the methods and algorithms used. Section 3 describes the related work of price
prediction. We exposed the proposed work in Section 4. Section 5 shows and discusses the results.
Finally, Section 6 concludes the contributions of this study.

2 Theoretical Background

This section provides an overview of the regression methods utilized in this article. The back-
ground discusses the theory behind the following algorithms: Linear regression, ridge regression,
support vector regression (SVR), random forest regression (RF), and ARIMA algorithms.

2.1 Linear Regression
The fundamental premise of this regression method is to forecast an interesting time-series y,

assuming that it is linearly related to other time series x. A linear connection between the forecast
variable y and a single predictor variable x is allowed in the regression model as Eq. (1):

yt = β0+β1xt+ εt (1)

In Fig. 1, the coefficients β0 and β1 represent the intercept and slope, respectively, of the line.
The intercept β1 denotes the value of y that is expected when x equals 0. The slope β1 denotes
the projected average change in y as a consequence of a one-unit increase in x [9].

Figure 1: Linear regression model

The observations in Fig. 1 do not form a straight line but are strewn around it. Consider that
the observation yt is made up of the systematic or explained component of the model, β0+β1xt
and the random error εt. The word “error” does not refer to a literal error, but to a departure
from the underlying straight-line model. It includes all variables other than xt that could influence
yt [9].
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2.2 Ridge Regression
The Ridge regression method is a widely used algorithm for resolving the linear regression

model’s multicollinearity issue [10]. Hoerl et al. [11] introduced the ridge regression model at the
beginning. Essentially, ridge regression is a straightforward amendment of the basic least squares
regression algorithm, where the linear model’s parameters are:

y=Xβ + ε (2)

Being approximated by the solution of the classic linear least squares equation [12]:

β̂ = (S)−1X ′y (3)

where S = X ′X , y is an n× 1 vector representing the dependent variable, X is represented by a
full-rank matrix of size n× p. This matrix is considered the predictor or explanatory variables, β

is an p×1 vector denoting the regression parameters which are unknown, and ε is an n×1 vector
representing errors such that E(ε)= 0, and V (ε)= σ 2In, and In is a matrix of n× n identities. In
Eq. (2), the ordinary least squares estimator (OLS) of β.

The ridge regression model works by framing the following equation an optimization problem,
and the target is to minimize the objective function below:

(y−Xβ)′(y−Xβ)+ k
(
β ′β − c

)
(4)

With regard to β, will result in the conventional equations:(
X ′X + kIp

)
β =X ′y (5)

K is positive constant. The solution to Eq. (5) yields the estimate for the ridge, which is
defined as:

β̂ (k)= (
S+ kIp

)−1X ′y=W (k) β̂ (6)

where S = X ′X ,W(k) = [
Ip+ kS−1]−1

, and k is the biasing parameter. Hoerl et al. [13] defined
the biasing parameter for the ridge regression model as a harmonic-mean form as follows:

k̂HM = pσ̂ 2∑p
i=1 α2

i

(7)

where σ̂ 2 = (
Y ′Y −β ′X ′Y

)
/(n− p) is the mean squared error derived from OLS regression using

Eq. (2) and αi is i-th coefficient of α =Q′β.

2.3 Support Vector Regression
The regression is a widespread categorization of machine learning models, where the main

difference between the regression task and other tasks is that the regression output is continuous.
On the other hand, the output of the classification task is discrete, from a finite set. Generally
speaking, an ongoing multivariate function is estimated using a regression model. Vector machine
support solves difficulties of binary classification by presenting them as issues of convex optimiza-
tion. The optimization challenge involves determining the largest margin between the hyperplane
and properly categorizing as many workouts as possible. SVMs with support vectors represent this
ideal hyperplane. SVM generalization to SVR is achieved with the introduction of an e-insensitive
area, dubbed the e-tube, as shown in Fig. 2. This tube reformulates the issue of optimization to
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identify the tube best adapted to the continuous function while balancing the complexity of a
model with an error in prediction [14].

Figure 2: The SVR model

SVR uses an e-insensitive reduction function to address regression problems. This func-
tionality makes it possible for an endurance degree to make mistakes not more than E. Let,
{(x1,y1) , . . . , (xl,yl)}, where xi ∈Rn and yi ∈R, are actually the training record points readily avail-
able to develop a regression design. The SVR model enhances the authentic record factors coming
from the first Input Room to a higher-dimensional feature area F making use of transformation
functionality �. A direct design was made within this new area that correlates to a non-linear
version of the outdated room:

� : Rn→ F , w∈ F (8)

f (x)= 〈w,�(x)〉+ b (9)

When employing the ε-insensitive loss function, the objective is to design a function that fits
the present training data with a deviation smaller than or equal to ε, while remaining as flat as
feasible. This implies that one desires a small weight vector w. One technique to accomplish this
is to minimize the vector’s quadratic norm w. Due to the possibility that this task is infeasible,
slack variables ξi, ξ∗i are included to allow for error levels larger than ε:

Min
1
2
‖w ‖2 +C

�∑
i=1

(
ξi+ ξ∗i

)
(10)

s.t. yi−〈w,�(xi)〉− b≤ ε+ ξi (11)

〈w,�(xi)〉+ b− yi ≤ ε+ ξ∗i (12)

where ξi, ξ∗i ≥ 0, i = 1, 2, . . . , �. This is referred to as the SVR algorithm’s fundamental difficulty.
The goal function takes into consideration the training set’s generalizability and correctness and
implements the structural risk reduction concept. The trade-off between generalization ability and
accuracy in the training data are quantified by parameter C, while the degree of tolerance for
mistakes is defined by parameter ε. Therefore, it is more convenient to portray the issue in its
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dual form in order to solve it. A Lagrange function is developed for this purpose, and by applying
saddle point conditions, it is possible to demonstrate that the following solution is obtained:

w=
�∑
i=1

(
αi−α∗

i
)
�(xi) (13)

f (x)=
�∑
i=1

(
αi−α∗

i
)
K (xi,x)+ b (14)

The dual variables are denoted by αi and α∗
i and the term K (xi,x) denotes the inner product

of �(xi) and �(x), referred to as the kernel function. In order to solve for the basic regression
issue, without applying the transformation �(x) to the training-data, the new function provides a
solution for the original regression issue [15].

2.4 Random Forest Regression
The random forest (RF) regression method is a kind of ensemble learning in which a large

number of regression trees are combined. A regression tree is a collection of criteria or constraints
that are grouped hierarchically and applied sequentially from the root to the leaf of the tree. The
RF starts with a large number of bootstrap samples selected at random from the original training
dataset. Each of the bootstrap samples is fitted using a regression tree. For each node in the tree,
a tiny subset of the entire set of input variables is randomly picked for binary partitioning [16].

2.5 ARIMAModel
For forecasting, the ARIMA approach makes use of prior values in the Series. George Box

and Gwilym Jenkins devised it, and it is a commonly used forecasting model [17,18]. The ARIMA
model is composed of two components: auto-regressive AR terms and moving average MA terms.

Using the lag operator denoted L; Autoregressive AR terms are lagged values of the depen-
dent variable and refer to it as the lag order p, which is the number of time delays. The following
formula may be used to express a non-seasonal AR(p):

AR (p) :∅ (L)= 1−∅1L−∅2L
2− . . .−∅pLP (15)

Moving Average MA terms are lagged forecast errors in forecasts between actual past values
and their predicted values, and they are referred to as the order of moving typical q. A non-
seasonal MA(q) can be created as follows:

MA(q) : θ(L)= 1+ θ1L+ θ2L2+ . . .+ θqLq (16)

where Xt t is the time series for the values t = 1,. . ., n, Zt denotes white noise, and d is the
number of times the observations are differentiated. As stated before [16,17], the ARIMA model
is as follows:

ARIMA(p,d,q) : (L)= 1−∅1(L− 1)dXt = θ(L)Zt (17)

where q, d, and p are positive numbers greater than or equal to zero that denote the order of
the model’s autoregressive, integrated, and moving average components. The number d specifies
the degree of differentiation [19]. The different series represents the change in the original series’
successive observations. If the initial data are not stationary, we may use first order difference or
second order difference processes, and so on. When d equals 0, the model becomes an ARMA
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(p, q) model. The ARIMA model is an extension of the ARMA model that incorporates non-
stationary data [20].

Auto-Correlation Functions (ACFs) and Partial Auto-Correlation Functions (PACFs) are
typically utilized to identify the dependence of a time series variable on its history. The fixed time
series’ autoregressive and moving average terms are identified by observing the patterns in the
graphs of ACFs and PACFs. Autocorrelation is the connection between time series and the lag
of the very same time-series, while partial autocorrelations are the correlation coefficients between
the standard time series and the lag of the exact same time series, but without the effect of the
members in between. The ACF, which is a bar chart of time series of coefficients of connection of
time-series and lags of itself, and the PACF, which is a plot of partial coefficients of correlation
of time-series and lags of itself, can be used to identify the variety of AR and MA terms [19].

3 Related Work

In this section, we discuss the related work of price prediction using machine learning and
deep learning method. First, we expose several works utilizing the classic machine learning meth-
ods such as SVR, ANN, and decision trees. Second, we discuss the methods utilizing the deep
learning techniques for predicting product prices.

Regression analysis is commonly utilized for predictive and forecasting purposes. Regression
analysis may be implemented in many different ways. When applied to smaller effects or observa-
tional data, regression techniques may produce deceptive results, especially in multiple applications.
There is no universally agreed upon real form of the data-generating process, and assumptions
may be tested if sufficient data are supplied. Even when the assumptions of a model are only
somewhat violated, the regression models may still be beneficial in pricing prediction. Because
incorrect conclusions are possible, use caution when using these models. For instance, in some
circumstances, correlation might be of use even though it is not directly related to correlation.
Regression analysis techniques will provide better results if you have random or semi-random data
producing random or semi-random data.

The authors of [21] aimed to develop effective models for predicting housing prices. The facts
found in this report provide interesting insight into the Melbourne property market. Appropriate
models of regression are used to identify those that are effective. The data set consisted of
stepwise linear regression, stepwise polynomial regression, stepwise regression tree, and SVR,
which were given a selection of attributes from the dataset. Reduction strategies were utilized to
improve interpretability and increase prediction model performance. Boosting and stepwise were
also utilized. Once the dataset is cleaned, it is split into two sets: the training set and the test
set. Cross-validation was employed for both data reduction and model development, as well as
for validating model predictions. Regression tree and neural network were comparatively quicker
when compared to SVM. Stepwise, SVM took longer to train than PCA and SVM.

In [22], the authors used a Naive Bayes classifier for sentiment scores, followed by a neural
network application of that classifier to both the sentiment scores and historical stock market
information. Additionally, the authors focused on the use of the Hive ecosystem for cleaning
data. This neural network was being built on top of this pre-processing environment. Using
sentiment analysis and historical data, prices were projected. Studies have shown that, under
optimal conditions, the model achieves an accuracy level over 90%. It has also been observed
that, if the model is trained using the current data, it may provide a robust basis. While sentiment
analysis using neural networks is utilized to create a statistical connection with a stock’s historical
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numerical data records and other elements that affect stock prices, they are also put to use in
constructing the aforementioned relationship.

Data-driven methods for predicting natural gas prices were described in [23]. ANN, SVM,
gradient boosting machines, and Gaussian process regression were all used in their machine learn-
ing efforts. The model was trained using cross-validation. Four forecasting performance metrics
are used in prediction methodologies: R-squared, mean squared error, root mean squared error,
and mean absolute error. SVM and ANN anticipate the outcome better than GBM and GPR,
which are tied for the poorest performance. With regards to ANN, it is well known that it has
an innate aptitude for self-study, self-adaptation, and self-aggregation.

A 24-year time-series dataset was used to build the decision tree (DT) model to anticipate
crude oil prices in [24]. Economic variables, such as oil prices, are believed to influence the output
of the decision tree. Decision trees, random forest, and random tree, among others, were examined
to find the most suitable DT algorithm. The accuracy of the DT’s was proven by these results,
which showed that the DT’s could be deployed with a high degree of accuracy in the forecast
of the West Texas intermediate price. Five classification decision trees were investigated: M5P,
random forest, random tree, REP-Tree, and random tree. The random DT model produced the
quickest calculation times.

In [25], the authors offered a review on well-known and useful regression approaches, such as
polynomial, a radial basis function, sigmoid, and linear regressions that may be used to anticipate
stock price movements. The technical analysis approach uses historic prices of stocks such as
close and open prices, volume of trading, and adjusted close prices. The second class of analysis
was quantitative, which is conducted on the basis of external aspects such as company profile,
market situation, and political and financial elements. Machine learning methods in this area have
actually shown to enhance performances by 60%–86%, as compared to past methods. To enhance
the anticipated cost worth’s accuracy, brand-new variables were constructed by integrating existing
variables. ANN is used to forecast the stock’s following day closing price, and RF is also utilized
for contrast analysis. Comparative analysis utilizes the root mean square error, MAPE, and MBE
values [26].

In [27], the authors utilized deep learning methods for prediction of second-hand items.
Online shopping markets provide countless products for sale each day. It is essential for sellers to
correctly approximate the price of second-hand goods. The authors proposed a model employing
a deep neural network architecture that includes long short-term memory (LSTM) and convolu-
tional neural network architecture. It exceeds all other models with a considerable efficiency gap.
First, the authors framed the price prediction of pre-owned items by thinking about the features
for a set of items. Then, they established a framework for anticipating the prices of items for a
particular product category. They used a prediction model to forecast the quality of an item.

In [28], a hybrid approach based on machine learning and filtering methods was proposed to
predict the stock exchange rate. Defensively, the method combined SVR and the Hodrick–Prescott
filter. The design offered excellent precision of stock exchange price prediction with an extremely
minimalist execution time. It significantly improves the accuracy of anticipating stock market rates.
It was based on machine learning and filtering techniques utilizing a novel hybrid method. The
proposed design is an efficient predictive perspective solution for stock market rates.

In [29], the SVR was used to forecast stock rates for big and small capitalizations. Compu-
tationally intensive methods, using past rates, have actually been established to assist in strongly
preferable management of market threat for investors and speculators. This study used SVR and
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determined its efficiency on numerous Brazilian, American, and Chinese stocks with different
qualities. The predictive variables were determined utilizing TA indications on possession costs.
The results reveal the magnitude of the mean squared errors for the three well-known kernels in
the literature, utilizing specific model training strategies.

The research study’s independent variable was the closing rate of Bitcoin in USD as figured
out by the CoinDesk Bitcoin Price Index. Efficiency evaluations of designs were carried out in
order to determine their effectiveness. Data referring to the blockchain, consisting of the mining
difficulty and hash rate are provided. The aim of the research work was to define new perfor-
mance measures that might be beneficial to traders. Deep learning models such as the RNN and
LSTM are effective for Bitcoin prediction in USD. LSTM surpassed RNN, but not substantially.
Information of this nature is currently being gathered from CoinDesk on a daily basis for future
usage. The data are not offered in a useful or real-time setting for predicting the future. The
performance benefits acquired from the parallelization of machine learning algorithms on a GPU
appear with 70.7% performance improvement for training the LSTM. The real efficiency of the
ARIMA-based model upon error was significantly worse than the NN-based models [30].

Stock exchange prediction is difficult due to its nonlinear, dynamic, and complex nature. A
successful forecast has some intriguing benefits that generally affect the decision of a financial
trader on the purchase or sale of an instrument. Four data mining strategies (i.e., artificial neural
network, SVR, RF, and LSTM) were compared with the daily close price of iShares MSCI UK
from January 2015 to June 2018. Researchers were advised to consider the role of others in future
research studies and compare the results with the findings of this study [31].

4 The Proposed System

4.1 System Overview
The proposed system of seasonal price prediction is divided into five stages, namely, 1) data

collection and preparation, 2) model designing, 3) training the models, 4) testing the models, and
5) deploying the models. Fig. 3 shows the framework of the proposed system.

In the first stage, we proposed identifying the data sources. Generating the dataset is a very
import step in the proposed system. The quantity and quality of the collected data determines
the efficiency of the output. The more data available, the more accurate the prediction will be.
The prepared data are utilized in the training and test stages. Data was cleaned and converted
from raw to a useable format. Dataset were split for training and tested in a random way.

In the second stage, several machine learning models and the ARIMA statistical models were
designed and their hyperparameter were set. The aim of this step is to build the machine learning
models to predict the goods’ prices. This stage starts with determination of t problems types. Next,
we select the machine learning techniques that are most suitable for the problem.

In the models training stage, the proposed models are trained on a portion of the datasets
(i.e., 80%) so that the models can capture the various patterns, relationships, and important
features.

During the models testing stage, after training the machine learning models on a portion of
the dataset, the models are tested to evaluate their performance. In this stage, the models’ accuracy
rate is validated by feeding them a test set (i.e., 20%); then, the loss functions are used to calculate
the percentage of the accuracy related to the price prediction problem.
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Finally, in the last stage, the trained and tested models are deployed for final utilization by the
users. Now, the proposed models are ready to be moved to the production stage for real situations.

Figure 3: The proposed framework for gift prediction problem

4.2 Data Collection
One of the goals of online retailers is to increase the desirability and the value of the products

they sell. Offering promotions and special offers is an effective method for driving ancillary traffic
to the site. The collected data are real data from an online retailer1; this retailer has launched
a special sale of gifts for the Christmas event. The following data described in Tab. 1 are used
for building the proposed models. Then, the proposed models can help the online retailer set the
prices for their new gifts. The dataset consists of two portions. The first portion includes 20,179
records as the training data, and the second portion includes 13,519 records as the test data.

In Tab. 1, there are 15 input features and one output (i.e., response) feature. The response
feature is the gift price, which is given in decimal points. The input features are of varying
importance. For instance, the feature gift_id represents a unique ID for each input row. Thus, this
feature is dropped from the input feature space of the proposed model, as it is a useless feature.

In the proposed models, we made use of features number 2 to 4, as these three input features
capture important information that can be utilized by the proposed model to predict the gift price
accurately. For instance, feature number 2 (i.e., gift_type) categorizes the input data into different
groups such as clothing and electronics. This feature helps the proposed model predict the gift
price with a given price range, as each category of gifts has a different price range. The other
two features, features number 3 and 4, define the industry and the category of the gift, which are
important features to determine the price range as well.

Features number 5, 6, 13, and 14 are not utilized in the proposed models, as these features
are date and time features. In regression problems, the model can handle only numerical data. In

1 https://www.kaggle.com/shashwatwork/christmas-gift-price-prediction

https://www.kaggle.com/shashwatwork/christmas-gift-price-prediction
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addition, considering these four features should change the problem from a regression problem to
a time-series analysis problem, the latter is beyond the scope of the current work.

Table 1: Description of the dataset features

No. Feature Description

1 gift_id Unique ID of gift
2 gift_type Type of gift (clothes/perfumes/etc.)
3 gift_category Category to which the gift belongs under that gift type
4 gift_cluster Type of industry the gift belongs
5 instock_date Date of arrival of stock
6 stock_update_date Date on which the stock was updated
7–12 lsg_1–lsg_6 Anonymized variables related to gift
13, 14 uk_date1, uk_date2 Buyer related dates
15 is_discounted Shows whether the discounted is applicable on the gift
16 Price The total price

Six features (i.e., lsg_1 to lsg_6) are important features that are camouflaged for the sake of
privacy protection of the online retailer providing the data. These features should be used because
as described by the data owner, these six features are related to the gifts. Thus, we included these
six features in the proposed models. Finally, feature number 15 (is_discounted) is the last input
feature. This feature is a Boolean feature that indicates whether the gift price is discounted. To
summarize, there are ten utilized input features, namely, gift_type, gift_category, gift_cluster, gift_-
cluster, and lsg_1 to lsg_6.

4.3 Evaluation Metrics of the Proposed System
One of the most active study areas in machine learning is loss functions. Loss functions

are critical in the development of machine learning algorithms and their performance optimiza-
tion [32]. This section will offer a brief overview of the most often used loss functions in price
prediction task, including the Mean Square Error (MSE), the Root Mean Square Error (RMSE),
the Mean Absolute Error (MAE), R-squared, and Mean Absolute Percentage Error (MAPE).

4.3.1 Mean Squared Error
The Mean Squared Error (MSE) is a model assessment statistic that is often used in con-

junction with regression models. The mean squared error of a model in relation to a test set is
equal to the average of the squared prediction errors over all occurrences in the test set. The
prediction error is defined as the difference between the actual and predicted values for a certain
occurrence [33] as follows:

mse=
∑n

i=1 (yi−λ (xi))2

n
(18)

4.3.2 Mean Absolute Error
The Mean Absolute Error (MAE) is a metric for comparing the distinct values of two

continuous variables. It is an average/mean of the absolute error that is computed using the saw
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me scale as the data source. It cannot be used to compare series with varying scales [34].

MAE =
∑n

i=1

∣∣yi− ypi
∣∣

n
(19)

4.3.3 Root Mean Square Error (RMSE)
The Root Mean Square Error (RMSE) is computed by increasing the residuals by their

square root. It represents the design’s outright fit to the information, suggesting how close the
observed data points are to the design’s expected worth at the moment. The R-squared value is a
relative measure of the fit, while the RMSE value is an absolute value. RMSE might additionally
be understood as the standard deviation of the unexplained variance, because it is revealed in
the exact same units as the response variable. Lowered RMSE readings indicate a much better
match. The root mean square error is a helpful sign of how successfully the design anticipates the
reaction [34].

RMSE =
√∑n

i=1
(
X0bs, i−Xmadel, i

)2
n

(20)

4.3.4 R-Squared
R-squared is a statistic that indicates a model’s quality of fit. It is a statistical measure of

how closely the regression line approximates the real data in the context of regression. It is so
critical when a statistical model is employed to forecast future events or to evaluate hypotheses.
There are other variations (for further information, see the remark below); the one shown here is
the most generally used:

R2 = 1− sum squared regression (SSR)

total sum of squares (SST)

= 1−
∑(

yi− ŷi
)2∑

(yi− y)2
(21)

The sum squared regression is equal to the sum of the residuals squared, while the total sum
of squares is equal to the sum of the data’s deviations from the mean squared. Because it is a
percentage, it can only accept values between 0 and 1 [35].

4.3.5 Mean Absolute Percentage Error
Due to its scale independence and interpretability, the mean absolute percentage error

(MAPE) is one of the most extensively used metrics of prediction accuracy. Let At and Ft be the
actual and predicted values, respectively, at data point t. MAPE is thus defined as follows:

MAPE= 100%
N

N∑
t=1

∣∣∣∣At−Ft
At

∣∣∣∣ (22)

where N is the number of data points in the set. MAPE is a scale-independent technique that is
simple to comprehend [36].
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4.4 Implementation Details
The proposed models are implemented in the Python programming language. We mainly

used the Scikit-learn machine learning library. It is open-source and includes efficient implemen-
tations of several machine learning algorithms. In addition, we used pandas and NumPy for
data processing. Finally, we used Matplotlib and seaborn packages for the visualization purpose
of the data and results. For the statistical model (i.e., ARIMA), we utilized the statsmodels
package. Statsmodels is an open-source package with a variety of efficient implementations of
many statistical models.

For the data analysis task, we handled the outliers of the dataset by applying the percentile
function to find the n-th percentile of the input online retail dataset. Then, we removed the input
data with the highest ten percentile and the lowest ten percentile.

We proposed using the default parameters of the utilized machine learning models. The excep-
tion to this assumption is the Ridge model. We set the alpha parameter to ridgecv.alpha_value,
and we set the normalize parameter to True.

For the statistical model, we applied the grid search technique to find out the best combi-
nation of the values of the parameters p, d, and q. The grid search function is considered a
brute-force approach to obtain the best prediction accuracy rate based on selecting the best values
of the model three parameters.

5 Experimental Results

5.1 Setup
The experiments were conducted on a computer with an Intel(R) Core(TM) i5-7200U CPU@

2.50 GHz. The utilized OS is 64-bit Windows 10. All implementations are written in the Python
programming language. We used the full dataset of Christmas gifts from an online retailer to train
and test the proposed statistical and machine learning models. We used the split 80% and 20%
for the training and test data, respectively. All the machine learning models’ parameters are set to
the default values of the Scikit-learn package. The ARIMA model parameters p, q, and d are set
to 0, 0, and 2, respectively.

5.2 Results and Discussion
The first point of comparison is the basic evaluation metric scores. We evaluated the proposed

model on four different metrics, namely, 1) MAE, 2) RMSE, 3) MAPE, and 4) R2. The scores
of the proposed five models are listed in Tab. 2. The random forest model achieved the best per-
formance, followed by the ARIMA model. The ridge regression model had the lowest evaluation
metric scores.

The second point of comparison is the visual results. In Fig. 4, we plotted the actual prices
in green and the predicted price by the random forest model in red. The plotted values show the
accuracy of the model, as both types of prices are almost identical.

The obtained results outline that the statistical ARIMA model yielded a comparable result
to the machine learning-based model. While the best results are produced by the random forest
model, the ARIMA model was the second-best model. However, the performance gap between
the random forest and ARIMA was not large. Thus, the recommendation of these results is that
both machine learning and statistical models are suitable for the task of price prediction for
retailer seasonal goods. Tab. 3 lists the times required to train the proposed models in seconds.
The training running times of the ridge model is the smallest one, while the SVR model training
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time is the largest. The random forest model, the one with the best evaluation metric scores, has
an average training time of 1 s.

Table 2: The evaluation metrics scores of the proposed models

Model MAE RMSE MAPE R2 (%)

SVR 34.56 46.81 2.38 13.0
Ridge 38.13 48.29 3.95 7.3
Random forest 20.46 31.31 1.63 61
Linear regression 38.13 48.29 3.93 7.3
ARIMA 34.44 44.35 3.95 7.8

Figure 4: The actual vs. the predicted prices using random forest model

Table 3: The training time of the proposed models

Model Time in seconds

SVR 7.266
Ridge 0.013
Random forest 1.047
Linear regression 0.362
ARIMA 6.827
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6 Conclusions

In this work, we studied the task of predicting pricing for retail goods. We focused on
predicting the prices of seasonal Christmas items. We employed a real dataset of Christmas gifts
from an online retailer. We utilized four machine learning-based models (i.e., SVR, random forest,
ridge, linear regression) and one statistical model (ARIMA) to predict the prices of these items.
The proposed models are evaluated on four different metrics, namely, MAE, RMSE, MAPE, and
R2. The obtained results show that the best results are obtained from the random forest model,
followed by the ARIMA model with a small margin of performance gap.

This study recommends the random forest machine learning-based model and the ARIMA
statistical-based model to address the problem of predicting seasonal goods’ pricing. The future
directions include building hybrid models for the sake of improving the prediction quality. The
hybrid models can be achieved using ensemble learning techniques. Moreover, we proposed fram-
ing the problem as a time-series problem and to include the date and time input features in
the proposed models. For instance, we can utilize the well-known recurrent neural network for
predicting the seasonal goods prices as a time series problem.
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