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ABSTRACT

The estimation of the disturbance input acting on a vehicle from its given responses is an inverse problem. To
overcome some of the issues related to ill-posed inverse problems, this work proposes a method of reconstructing
the road roughness based on the Kalman filter method. A half-car model that considers both the vehicle and
equipment is established, and the joint input-state estimation method is used to identify the road profile. The
capabilities of this methodology in the presence of noise are numerically demonstrated. Moreover, to reduce the
influence of the driving speed on the estimation results, a method of choosing the calculation frequency is proposed.
A road vibration test is conducted to benchmark the proposed method.
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1 Introduction

The road profile is considered an essential input that affects the vehicle dynamics; it may lead
to the fatigue failure of the vehicle components or worsened riding comfort, especially for some
special delivery vehicles. The understanding of vehicle responses is important for road quality
evaluation, road roughness index calculation, vehicle dynamics analysis, suspension design, and
control system development [I]. For technical and economic reasons, this information cannot
be measured in standard vehicles, and must therefore be estimated using unique methods. The
estimation of the excitation acting on a system from a given response is a typical inverse problem,
which is usually ill-posed.

To ensure the normal usage, measurement, and maintenance of the road, a number of
profilometers have been developed. Longitudinal profile analyzer (LPA) profilometers are tools
and methods used to generate numerical sequences related to real road profiles [2,3]. However,
the major drawback of these profilers is that they are not economical enough for application
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in common vehicles. There also exist some profile measurement methods based on visual inspec-
tions [4], but these are extremely expensive and may be impossible to apply in rainy weather.
Some scholars have used neural networks to establish correlations between the vehicle response
and road roughness, but they were revealed to be too complicated and time-consuming [5-7]. To
deal with these problems, a method of control constraints was proposed by Burger [8]; however,
this method is more suitable for nonlinear and complex models. An algebraic estimator designed
for the estimation of the road profile excitation was investigated by Haddar et al. [9], and was
validated on a quarter model with two degrees of freedom (DOFs).

While some methods based on model-based sliding mode observers were proposed in recent
studies [4,10], the researchers considered a complex model, which is time-consuming. The final
reconstruction result heavily relies on the quality of the model. Because this is an inverse problem
in mechanics, relevant methods in this field can be referenced. In recent years, some deterministic-
stochastic methods have been developed; these methods consider noise as a random process and
assume that noise is involved not only in measurements, but also in state variables. Gillijns
et al. [11] developed a recursive filter that uses system outputs to estimate system inputs and
states. An augmented Kalman filter was proposed by Lourens et al. [12] for force recognition in
structural dynamics; this filter includes the unknown force in the state vector and estimates it in
combination with the state. Maes et al. [13,14] proposed a joint input-state estimation algorithm
that can be used to identify the forces applied to structures, and can extrapolate the measured
data to the unmeasured response quantity of interest. In addition, because it is constructed in a
spatial state, it is ideal for combining information from different sensors available in the vehicle.
Fauriat et al. [15] used an algorithm based on Kalman filtering theory to estimate the profiles of
a road covered by a given vehicle.

The objective of the present research was to design, test, and apply an estimation algorithm
to predict road roughness information from the measured response of a heavy special vehicle
based on a half-car model. The remainder of this paper is organized as follows. First, road profile
identification is defined as a typical inverse problem in mathematical physics based on a half-
vehicle model in state space. Second, a method based on the principle of the selected algorithm,
namely a joint input-response estimation method, is proposed to solve inverse problems within
the stochastic framework. Then, a structural model of a heavy special vehicle at different speeds
is considered as an example to verify the effectiveness of the proposed algorithm. Finally, several
conclusions are drawn, and directions for future work are proposed.

2 Dynamic Equations of the Vehicle

When transporting certain equipment, the middle line of the vehicle can be placed along its
longitudinal symmetric surface, and the sway vibration is generally smaller; thus, the model shown
in Fig. | can be reduced to a two-dimensional plane model.

There are six DOFs in the model, which respectively represent the movement of the sus-
pension, body, and equipment, and the coordinate system is constructed on the moving vehicle.
The tire is linked with the road displacement u(f), which involves the tire’s stiffness k;. The tire
damping is assumed to be negligible. The truck has a rear two-axle suspension, but for the
convenience of calculation, the parameters at each axis are combined. Then, the following 6-DOF
differential equations of motion can be obtained.
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Figure 1: The equipment and transport vehicle model. (a) Vehicle model (b) Two-axle suspension
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Egs. (1)—(6) constitute a 6-DOF nonlinear coupled dynamical differential equation system.
Eq. (1) includes the nonlinear coupling terms 62 () and 62(f) in the body pitching angle 6.
Because the length of the vehicle body was about 10 m, the pitch motion of the vehicle was much
smaller than the vertical vibration of the body during the actual driving test; thus, the second-
order traces 62 (f) and 62 (f) can be ignored. Therefore, Fq. (1) is not coupled with Eqs. (2)—(6),
so it can be solved separately. During the study of the vibration of vehicles and equipment,
the solution and calculation of Egs. (2)-(6) can be considered. The parameters and physical
significance of the vehicle and equipment model are exhibited in Table 1.
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Table 1: The model parameters
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Parameter Definition Value Unit
L Distance from the center of gravity to the rear axle 3.19 m

L Distance from the center of gravity to the front axle 6.19 m

e Mass eccentricity 1.5 m

mi Weight of the equipment 1000 kg

my Weight of the body 13000 kg

msz mg Weight of the tires 170 kg

1 Moment of inertia 124566 kg m?
ki.k Horizontal stiffness 208000 N/m
k3 Vertical stiffness 1000000 N/m
kq Suspension stiffness 2500000 N/m
ks Tire stiffness 1434000 N/m
1,02 Horizontal damping 142.88 N s/m
c3 Vertical damping 0.79 N s/m
cq Suspension damping 0.0012 N s/m

Egs. (2)—(6) can be written in matrix form as Eq. (7):
MY +CY +KY =S,F (1), (7)

where M, C, and K respectively denote the mass, damping, and stiffness matrices, and S, denotes
the input force influence matrix, each column of which provides the spatial distribution of the
load time history in the corresponding element of the excitation vector F (7).

The following matrices are defined for the model:

1

[ m

0
M=1|0
0

0

c3
—c3
C=|0

0

| —ec3

k3
k3
K=|0

0

| —eks

0 0 0 0
my 0 0 0
0 my 0 01,
0 0 my 0
0 0 0 1
—c3 0 0 —ec3
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It is assumed that the front and rear wheels of the vehicle are driving in the same line; thus,
the road excitations u; (#) and up (f) are the same, but there is a time delay between them. The
relationship between u (f) and uy (¢) in the time domain is given by the following equation:

U () =13 (1 — AL), At:thLz (8)
3 Mathematical Formulation

By introducing the state vector X (f) = |:§Eg:|, Eq. (7) can be written as
X (1) = AX () +BF (1), 9)

where the system matrices A and B are defined as

A— |:0n><n X Lixn | i| B— |:0n><r; ]
-M7K -M"'C 2n><2n, M~ Sp 2nx1

Consider the measurement data vector Z (¢), which is expressed as a linear combination of
the displacement, velocity, and acceleration vectors, as follows:

Z0)=S.YO)+S,Y(®)+S,Y (1), (10)

where S,, S,, and S, are selection matrices for acceleration, velocity, and displacement, respec-
tively. Eq. (12) can be transformed into its state-space form:

Z()=GX()+JF(®), (11)

where the output influence matrix and direct transmission matrix are defined as
G= [sd _S;M 'K S, —saM*IC], J= [saMflsp].

The state-space model is derived starting from the classical discrete-time state equation
with unknown noise vectors wj; and v, which respectively represent the stochastic system and
measurement noise.

X1 = A Xy +BcFy + wy, (12)
72 = GXy + JF; +vi, (13)

where X, = X(kA?), Fp = F(kAr), Z, = Z(kAt), k=1,...,N), A, = exp(AAt), and B, =
[Ac —IJA~'B. Moreover, and w; and v, are assumed to be mutually uncorrelated white noise
signals with known covariance matrices Q =E {wkwlT} >0 and R=E {VleT } > (. To maintain the
stability of the calculation, A, can be solved by using the precise integration method [16].
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A generic Kalman filter can be defined as a recursive linear state estimator designed to be
optimal in a minimum-variance unbiased sense. A state estimate Xy; is defined as an estimate of
X given {Zn}fq:O and its error covariance matrix Py, as E[(Xj —Xk;)(Xk —Xkl)T].

In this context, the recursive prediction scheme can be applied to the measurement data Z,
from which the excitation is extracted. The initialized conditions Xo—; and Fo—; are assumed to
exist. The excitation and state estimates are then computed by following Steps (a) to (c).

(a) Input estimation

ﬁk = GPk|k_1GT +R
- 1
M= (IR 1) TR
i =M <Zk - GX[k|k—1])
- -1

Pri = (J "Ry 1J)

(b) Measurement update
L, = Pk|k_1GT§/:1
X = Xpee—1) + L (Zk — GXipi—1] — Jﬁ[k|k])

_ = T\y T
P = Prjp—1 — Lk <Rk — JPgpiigd ) L;
Pxricii) = Pxpp = —Led Prigiig

(c) Time update
X1 = AcXpiiig + BeFpipg

_ Pk PxF[k|k] AT
Pk+1|k—[Ach][PXF[klk] Py | |B.T +Q

In the present study, the state vector of the Kalman filter is X = [i1, 72,3, V4.6, V1, V2,
v3,v4,0]7, and the measured vector is Z =[y1, 72,3, y4,0]T . The model of the vehicle considered
in this study is more complex than that which was considered in previous research [15], as the
present model has more DOFs. This method is mainly used to estimate the input, but it can also
be used to estimate the unmeasured response of the structure.

4 Simulation Results

In this section, the numerical results of the proposed estimator are presented. Two types of
road profiles are considered, and the variation of the vehicle speed is taken into account to discuss
the robustness of the estimators. Finally, the flowchart of the algorithm is provided.
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4.1 Random Road Profile

A large amount of testing data indicates that road roughness is a stationary, Gaussian process
with a zero mean and ergodic randomness, so a random input can reflect the actual road condition
of the vehicle. Referring to the ISO8608 standard, the power spectral density (PSD) of pavement
roughness can be fitted with the following formula:

n -w
Gq (n) = Gq (no) (”1_0) 5 (14)

where n denotes the spatial frequency, which represents the number of cycles in which the wave
is contained per meter, the unit of which is m~!; ng = 0.1 m~' denotes the reference spatial
frequency. Moreover, G, (ng) denotes the PSD of the pavement roughness under the reference
spatial frequency, which depends on the road level; it is also called the road roughness coefficient.
W =2 is the frequency index, which is the frequency of the oblique line in the double logarithmic
coordinate; it determines the frequency structure of the roughness PSD. White noise can be used
to simulate the road surface roughness, and its time-domain description is given by Eq. (15):

uy (1) = =2mnyvuy (1) + 2mwng, / Gg (ng) v (1) , (15)

where n; = 0.1 m~! denotes the lower cut-off spatial frequency, w (f) denotes zero-mean white
noise, u, (f) denotes the vertical displacement excitation, and v denotes the speed of the transport
vehicle. The road profile in the space domain is presented in Fig. 2 (v= 10 m/s).
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Figure 2: The road profile of ISO type E

The response of the vehicle was calculated in MATLAB by the precise Runge-Kutta integra-
tion method. The vertical acceleration responses of the vehicle body, front wheel, and rear wheel
at v= 10 m/s are presented in Fig. 3, and the sampling frequency of the simulation was 200 Hz.

An important feature of the proposed method is the determination of its parameters,
including the covariances and initial values. An empirical assessment of the magnitude of
the parameters proposed in a previous study was adopted in the present work [15]. For
a rough estimation of the parameters, the diagonal elements of the matrix Q were set as
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[le—4le—41le—21e—21le—4 1le—8 le—8 le—7 le—7 le— 8], and the diagonal elements of
the matrix R were set as [le—4 le—4 le—2 le—2 le—4]. The initial presumptions of the
diagonal element of Py_; were all set as 5 x 1072,
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Figure 3: The responses of the vehicle

Once the parameters were determined, the proposed algorithm was used to estimate the road
roughness, and the results are exhibited in Figs. 4 and 5. As can be seen from the figures, the road
profile was identified comparatively accurately. It should be noted that the maximum standard
spatial frequency was 10 m~!. To recover the time-domain signal without distortion, the sampling
frequency should not be less than twice the highest frequency in the analog signal spectrum. When
analyzing the time-domain model, the maximum spatial frequency corresponding to the maximum
time frequency was 10 m~!, and only half of the maximum time frequency can be analyzed when
analyzing the PSD of the signal (the corresponding spatial frequency was 5 m™!).
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Figure 4: The comparison of the estimated and true road profiles
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Figure 5: The comparison of the estimated and true road profiles in terms of the PSD

Because the model is random, the results of each run were different. Table 2 presents the
root-mean-square errors (RMSEs) between the true road profile and the estimated results of five
algorithm runs.

Table 2: The RMSEs of the true road profile and the estimated results (%)

15t time 27 time 3" time 4™ time 5t time Average

RMSE 8.84 10.34 7.61 7.47 7.39 8.33

4.2 Uneven Road Surface

When a vehicle passes on an uneven road surface, the road will have an impact on the
equipment and the vehicle system through the tires, which can seriously threaten the safety of the
equipment.

Considering an uneven road surface, such as a ditch, the rectangular pulse function is used
to simulate the pavement. Supposing that the car rises at time 79, 4 denotes the height of the
obstacle, and d denotes the length of the obstacle, the impact of the road surface is expressed as
follows:

|4 nw=<t=<ty+d/)v
”’(t)_{o 0<t<tp,t>ty+d/v (16)

The road profile was estimated using the proposed method (4 = 0.2 m, d= 0.8 m, 7o = 0.8
s, v= 10 m/s), and the result is presented in Fig. 6. From the figure, it is evident that the wave
peak was more accurate, but the null part was partially disturbed. The estimation over a discrete
obstacle was also considered, and the result is exhibited in Fig. 7. It can be seen that the results
may be improved if the parameters are set more reasonably.
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Figure 7: Estimation in the presence of discrete obstacles

4.3 The Influence of the Vehicle Speed

It was pointed out in a previous study [15] that depending on the speed of the vehicle, a
portion of the spatial frequency content of the road profile may be underestimated, and the
estimation results of a vehicle at high speeds and low speeds are quite different.

However, via many numerical experiments, it was found that when keeping the other parame-
ters unchanged, the calculation frequency of the Kalman filter can be adjusted appropriately, and
similar estimated results can be obtained at different speeds. The approach is to keep the total
computation time of the filter algorithm similar, i.e., to keep the spatial resolution constant. In
this study, the sampling frequency was set to 1/20v (to ensure the maximum spatial frequency of
the pavement spectrum), and the calculation time was set to L/v. For example, when the speed was
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set to 10 m/s, the frequency was set to 200 Hz; when the speed was set to 20 m/s, the frequency
was set to 400 Hz (the total distance remained the same). The sampling frequency of the sensor
is invariable in practical applications; thus, the resampling frequency of the algorithm must be
changed according to the speed. Figs. 8 and 9 present the road profiles estimated at different

speeds.
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Figure 8: The road profiles estimated at different speeds
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Figure 9: The road profiles estimated at different speeds in terms of the PSD

After adjusting the speed algorithm, the proposed method can be summarized as a self-
explanatory flowchart, as presented in Fig. 10.
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~

Figure 10: The flowchart of the proposed method
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Figure 11: The schematic diagram and photos of the vehicle driving vibration test. (a) Acceleration
sensor (b) Test site (c) Sensor installation diagram

5 Experimental Study and Numerical Benchmark via Road Testing

A real vibration measurement test was carried out on a road with known parameters and
various actual road conditions at different speeds. The results not only have important practical
reference value, but can also provide an important benchmark for theoretical research.
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To clearly present the test state, Fig. 11 illustrates the schematic diagram of the structure of
the test vehicle and the sensor installation. There was a sliding support plate between the carrier
and the carriage. A DHDAS dynamic signal acquisition and analysis system was used to record
the vertical acceleration at four locations, as obtained by PCB 393B04 uniaxial accelerometers
(with a measurement range of +49 m/s?).

Two cases were considered, namely those at the speeds of 13.89 m/s (Case 1) and 9.72 m/s
(Case 2). The sampling frequency was 5000 Hz, and each sampling period was 1 min. Because it
was difficult to maintain a stable speed, only the time periods in which the speed was relatively
stable were used for calculation. The acceleration responses of the four sensors in the two cases
are respectively exhibited in Figs. 12 and 13.
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Figure 12: The acceleration responses of the vehicle in Case 1 (unit: m/s?)
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Figure 13: The acceleration response of the vehicle in Case 2 (unit: m/s?)
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The proposed method was then used to identify the pavement. It should be noted that the test
data contained high levels of noise, which was filtered by the singular spectrum analysis (SSA)
method proposed by Hossein et al. [17]. Figs. 14-17 present the estimation results of the two
cases, and the RMSEs were 15.99% and 21.17%, respectively.
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Figure 15: The estimated and true road profiles in terms of the PSD (Case 1)
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Figure 17: The estimated and true road profiles in terms of the PSD (Case 2)

6 Conclusions

In this paper, a road profile estimation method based on the joint-input method was proposed.
The obtained estimates may be used to predict load variability and calculate the vehicle responses,
especially in the early stages of vehicle design. Moreover, to reduce the influence of the driving
speed on the estimation results, a method of choosing the calculation frequency was proposed.
To improve the stability of the algorithm, the precise integration method is used to calculate the
algorithm parameters. The simulation results reveal that the RMSE of road roughness recognition
was less than 10%, and the maximum error of discrete obstacle recognition was less than 15%.
The effectiveness of the proposed method was also verified by experimental data.

In the future, the adaptive algorithm will be used to estimate corresponding parameters. The
proposed method will also be applied in different driving situations (e.g., cornering, steering,
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accelerating, braking). It will also be applied to a nonlinear model, particularly a coupled car and
road model.
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