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ABSTRACT

Continuous sign language recognition (CSLR) is challenging due to the complexity of video background, hand
gesture variability, and temporal modeling difficulties. This work proposes a CSLR method based on a spatial-
temporal graph attention network to focus on essential features of video series. The method considers local details
of sign language movements by taking the information on joints and bones as inputs and constructing a spatial-
temporal graph to reflect inter-frame relevance and physical connections between nodes. The graph-based multi-
head attention mechanism is utilized with adjacent matrix calculation for better local-feature exploration, and
short-term motion correlation modeling is completed via a temporal convolutional network. We adopted BLSTM
to learn the long-term dependence and connectionist temporal classification to align the word-level sequences. The
proposed method achieves competitive results regarding word error rates (1.59%) on the Chinese Sign Language
dataset and the mean Jaccard Index (65.78%) on the ChaLearn LAP Continuous Gesture Dataset.
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1 Introduction

Sign language represents one of the primary forms of communication for the deaf and hard of
hearing community and acts as an essential bridge between deaf (and hard of hearing) and hearing
people. According to a survey by the World Health Organization, there are currently about 489 million
people worldwide who have hearing disabilities and impairments.

Sign language utilizes hand and body movements to convey information. Therefore, the major
task of sign language recognition (SLR) is to use computers to capture and understand the features of
different behavioral sequences, translating them into texts or speeches. SLR is a challenging research
topic encompassing computer vision, psychology, pattern recognition, and other research fields. It
promotes and supports the integration of the deaf and hard of hearing into society. In addition,
the research results in the SLR domain can be applied to gesture-related fields, including the game
industry, military command, sign language teaching, and home automation, thus improving people’s
daily lives.

This work is licensed under a Creative Commons Attribution 4.0 International License,
@ @ which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.
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The current SLR methods can be divided into traditional machine learning methods and deep
neural network-based methods. The former is difficult to extract representative semantic information
and has poor real-time performance, while the latter can obtain higher accuracy and recognition speed,
and has better real-time performance. It has become the mainstream of SLR methods [1]. Based
on different research objects, SLR can be classified into isolated SLR (ISLR) and continuous SLR
(CSLR). While the former aims to recognize single words or phrases, the latter translates sign language
videos into corresponding spoken-language sentences. CSLR has important social significance in
promoting communication between deaf and hearing people. Therefore, this work proposes a novel
CSLR method based on spatial-temporal graph attention network (ST-GAT). The method aims to
focus on local details and prevent the complex background in sign language datasets from interfering
with the SLR. More precisely, OpenPose is utilized to detect the joints and bones. The two-stream
information from joints and bones is then fused to build a spatial-temporal graph based on the physical
connection of the human body and the same key points in different frames. The ST-GAT module is
composed of the graph attention network (GAT) and temporal convolutional network (TCN), used
to extract spatial and temporal feature sequences. These sequences are inputted into bidirectional long
short-term memory (BLSTM) to obtain sign language word-level sequences. In addition, connectionist
temporal classification (CTC) is used to align the sequences with no need for temporal segmentation.

The remainder of this paper is organized as follows. Section 2 introduces the related work on
CSLR and graph neural networks (GNNSs). Then, the overall framework and principle are described
in Section 3. Section 4 discusses the implementation details and experimental results. Finally, the fifth
section summarizes the work and outlines several directions for future research.

2 Related Work

In recent years, SLR has attracted significant attention due to its dependence on unique grammat-
ical rules and rich visual information. As noted previously, SLR can be divided into ISLR and CSLR.
However, ISLR [2-5] is a classification task unsuitable for real communication contexts. Thus, CSLR
has become a dominant area of SLR research. CSLR typically relies on a feature extraction module to
obtain visual representations from a sign language video and then utilizes a sequence learning module
to learn long-term dependencies on visual representations. This section first briefly describes the sign
language recognition methods with and without temporal segmentation; then, the research of graph
neural network is discussed.

2.1 Temporal Segmentation Based Methods

Due to its powerful representation capabilities, many recent SLR methods are based on deep
learning. For example, convolutional neural networks (CNNs) [6,7] and 3D CNNs [8—10] are used
to model visual features and actions in sign language videos. Cui et al. [ 1] proposed an RGB and
optical flow multi-mode fusion framework to segment sign language videos into ordered gloss label
sequences. Further, the authors implemented an iterative optimization method to improve recognition
performance. Zhang et al. [12] proposed determining a threshold matrix for coarse segmentation and
rate thresholds for fine segmentation in the offline training stage. Then, the threshold matrix is used in
the online recognition stage to perform coarse segmentation, and dynamic time warping is employed
to determine the segmentation points.

Nevertheless, temporal segmentation involved in CSLR is a complex problem. If the segmentation
is inaccurate, errors are propagated to subsequent operations. In addition, this process requires labeling
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each isolated sign language vocabulary in a sentence, which is not only time-consuming and labor-
intensive but also limits the dataset size.

2.2 Sign Language Recognition without Temporal Segmentation

With the advances in deep learning, direct recognition methods have emerged that do not require
temporal segmentation. For example, Xiao et al. [13] proposed a bidirectional spatial-temporal
long short-term memory (LSTM) fusion attention network to avoid sentence segmentation, word
alignment, and manual labeling. Zhang et al. [14] proposed using a multimodal CNN to extract
video features, LSTM to model temporal dependence, and CTC to bypass temporal segmentation
and achieve end-to-end CSLR. In [15], a new transformer-based method was proposed to jointly learn
CSLR and translation in an end-to-end manner. Zhou et al. [16] proposed a spatial-temporal multi-cue
network that learns spatial-temporal correlations between visual cues in an end-to-end manner. This
network uses BLSTM and CTC for sequence learning and interference. To facilitate feature extraction,
Zhou et al. [17] proposed self-attention-based fully-inception networks with CTC loss and aggregation
cross-entropy loss for end-to-end CSLR. In [1£], the authors argued that overfitting based on the CTC
method in CSLR stems from insufficient training of the feature extractor. Therefore, a visual alignment
constraint was proposed to enhance feature extraction with alignment supervision. Cheng et al. [19]
proposed an end-to-end full convolution CSLR framework, which learns video sequences’ spatial and
temporal features simultaneously given only sentence-level annotations. In [20], the authors proposed
stochastic modeling of CSLR components, which generate random fine-grained labels for training the
CTC decoder. The model utilizes ResNet18 as the visual model, transformer encoder as the context
model, and CTC alignment model. To overcome the problems arising due to complex backgrounds
and inconsistent illumination, Xiao et al. [21] proposed an SLR method for the Chinese language. The
multimodal fusion method utilizes LSTM and a coupled hidden Markov model to fuse the hand and
3D skeleton sequence information.

2.3 Graph Neural Network-Based Methods

Islam et al. [22] performed hand detection and tracking, and then uses 2D CNN for gesture
recognition. Due to the complexity of the environment, the influence of lighting and the color of
clothes, the hand detection may be inaccurate, which affects the accuracy of gesture recognition. In
recent years, methods utilizing skeleton data have attracted significant attention due to their robustness
to background complexity and variations in illumination, body scale, and camera perspective. How-
ever, traditional CNN cannot process skeleton data. Therefore, researchers combined graph and deep
learning, generating GNNS, including graph convolution network (GCN) and GAT. GCN and GAT
have been widely used in various research fields [23-29], such as action recognition, text classification,
and traffic forecasting. Yan et al. [23] proposed a skeleton-based spatial-temporal GCN. The spatial-
temporal graph was constructed according to skeleton key points, and multi-layer spatial-temporal
graph convolution was used to integrate spatial-temporal features. Huang et al. [24] developed a view-
transformed graph attention recurrent network for view-invariant action recognition. The method
uses GAT to automatically calculate the attention coefficient and extract the spatial features from
skeleton data. Shi et al. [25] proposed a method that automatically learns the entire network’s topology
end-to-end by improving the adjacency matrix. The joints and bones information serves to form a
two-stream network structure. Yao et al. [26] transformed the text classification problem into a graph
node classification problem. The authors proposed a text GCN that captures the global word co-
occurrence information from documents and makes full use of the limited document labels. Tackling
the problem of temporal forecasting in traffic, Yuet al. [27] proposed a spatial-temporal GCN that uses
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a pure convolution structure to build models with fewer parameters and fast training speed. Similarly,
Sun et al. [28] proposed an end-to-end traffic forecasting method that dynamically models spatial
and temporal correlation. It considers only the traffic conditions around the focus, simplifying the
impact on the traffic network. To focus on inter-image dependencies, Zhang et al. [29] combined CNN
and GCN for the purpose of extracting relation-awareness features using GCN, which achieved high
accuracy in breast cancer classification tasks.

Inspired by the discussed research, this paper describes a new CSLR method based on ST-GAT.
In order to avoid the interference of the complex background of the sign language behaviors, the two-
stream information of joints and bones is extracted and constructed into a spatial temporal graph.
The ST-GAT module composed of GAT and TCN deeply extracts the spatial-temporal correlation of
skeleton data, and BLSTM and CTC perform sequence learning to obtain the final natural language
sentences corresponding to sign language videos.

3 Proposed Method

The overall framework of the proposed method includes three stages: data preprocessing, feature
extraction and sequence learning, as shown in Fig. 1.

[ 1 Data Feature Sequence Recognition
Preprocessing Extraction Learning result
3
@ | J y
ik v

Figure 1: Flowchart of the proposed framework

3.1 Framework Overview

Given a video containing 7 frames (denoted with x = {x,}_,), the goal of CSLR is to extract
the semantics of the sign language expressed in the video. Let the semantics be a sentence composed
of L words £ = {l;}\-,. The proposed framework is shown in Fig. 2. The framework aims to avoid
the complex background’s influence and enable the focus on hand movements. Thus, OpenPose is
utilized to estimate the human pose from the original video, obtaining the joints and bones information
representation. Combining the joints and bones information enables constructing the spatial-temporal
skeleton graph. Taking into account the localization of sign language and the feature correlation
between skeleton points, the framework uses GAT to extract spatial features between key points
and TCN to learn the short-term temporal correlation between frames. ST-GAT is composed of
nine spatial-temporal graph attention layers (ST-GAT layer), including GAT and TCN. Here, “®”
represents residual connection. The spatial-temporal feature sequences extracted by ST-GAT are input
to BLSTM to learn the long-term dependence, and the CTC is used to solve the problem of the
alignment of input and output labels.
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Figure 2: Overview of the proposed framework

3.2 Data Preprocessing

As noted previously, working with skeleton data successfully bypasses the problem of background
complexity. Thus, using such data for SLR can significantly improve recognition accuracy. This work
extracts skeleton data from sign language videos via OpenPose [30], an algorithm that marks joints
and connects bones to estimate human pose.

Since the lower part of the body and face convey little information for SLR, these joints are
removed from the set of detected joints, leaving only five body joints shown in Fig. 3a. To capture
the flexibility of sign language and detailed hand movements, hand joints are detected in addition to
body joints. OpenPose detects 21 joints of the hand by default. Due to the dense distribution of 21
hand joints, it will not only consume excessive memory, but also may yield redundant information.
The metacarpophalangeal points (MCP) and distal interphalangeal points (DIP) have poor flexibility
according to the activity of the hand itself. Thus, the MCP and DIP are omitted in this study, and
only 11 hand joints are retained. Points in green triangles and red rectangles in Fig. 3b respectively
represent the DIP and MCP that have been filtered out.

Next, an undirected spatial-temporal skeleton graph (G = {V, E}) is constructed from a skeleton
sequence with V" joints and T frames. As shown in Fig. 3c, the skeleton sequence contains both intra-
body and inter-frame connections. The set of nodes of the spatial-temporal skeleton graph (V = {v,|t =
1,...,T;i =1,...,V}) includes all key points in the skeleton sequence. The edge set (E) consists of
two subsets. The first subset, E, = {v,v,| (i,j) € H}, contains the connections between nodes in each
frame based on natural connections between human joints (represented with set H). These edges are
presented in Fig. 3¢ by the solid blue lines. The second subset, E, = {v,iv(m)j}, includes inter-frame
connections, connecting the same node in successive frames, as shown by the solid green lines in Fig. 3c.
Finally, the dashed lines represent filtered (i.e., redundant) information.
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Figure 3: Skeleton sample diagram. (a) Key points on a body; (b) Key points on a hand; (c) Spatial-
temporal skeleton graph

3.3 Feature Extraction

The spatial-temporal skeleton graph obtained after data preprocessing is a non-Euclidean struc-
ture data. Therefore, it is irregular and can only be processed via GNNs. Many studies [23-29] have
fully extracted spatial information using GNN.

Unlike other behavioral recognition tasks, SLR has evident local and detailed characteristics. The
change in the two hands’ position in frames and their interactive relationship play an important role
in conveying signers’ intention. Therefore, these aspects require special attention. To this end, this
work proposes an ST-GAT module for extracting spatial features and modeling short-term temporal
sequences of continuous sign language videos. The ST-GAT module consists of nine ST-GAT layers,
and each layer comprises a GAT and a TCN. GAT uses an attention mechanism to aggregate features
on neighboring nodes so that each node has a different weight.

The ST-GAT layer’s input is denoted with X,, € R¥*“*™*” where N is the batch size, C is the
number of features of each node, 7" is the number of frames in the video, and V' is the number of
nodes in each frame. In an ST-GAT layer, GAT comprises a graph attention layer. Each frame X =
{(X,,X5,..., X}, X; € RCis processed separately in the graph attention layer to obtain new node
features X' = {X1, X’,..., X"}, X, € R, where C'is the dimension of the new node feature vector.

To calculate the neighboring nodes’ weight, the graph attention layer applies a linear transfor-
mation weight matrix(denoted W e R*€) to each node and executes the self-attention mechanism
a € R, obtaining the attention coefficient. Attention coefficient e, represents the importance of node
j relative to node i. It is calculated as

€, =4da (W/Yn', W/Yy) ey
The attention mechanism in the graph structure allocates the attention only to the set of node

i’ neighbors (¥;). To promote the comparison of attention coefficients between different neighboring
nodes, regularization is performed using Softmax and Leaky ReLU. Formally,
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o — exp(LeakyReLU (a"[WX,||WX]))
T > exp(LeakyReLU (a”[W X,|| W X))

keV;

2

where || is the concatenation operation and -” represents transposition. These operations yield
regularized attention coefficients for different nodes, enabling the prediction of each node’s output
feature. Namely, let o denote the nonlinear activation function. Then,

X =0> WX 3)
Jevi
The graph attention layer uses a multi-head attention mechanism to stabilize the learning process.
In other words, Eq. (3) uses K independent attention mechanisms. Their features are then joined (or
averaged), yielding the following two output representations:

X =0 D ety 4)
Jevi
1 K
Xi=o| g2 2 Wy )
k=1 jeV;

Once spatial features X' € RY*“*"*" are obtained, temporal features are extracted from the
spatial-temporal skeleton graph. Since the temporal convolutional operation considers the relationship
between the same key point in different frames, and the spatial-temporal skeleton graph has a fixed
shape, the traditional convolution network can extract temporal features. For T frames, the utilized
TCN is a 2D convolutional network. The size of the convolution kernel is K, x 1, meaning that the
convolution of one key point and K, frames is completed each time. The stride is set to one to carry out
the next node’s convolution upon completing that of the current node. Finally, the spatial-temporal
feature X,,, € RV*<*7*" is obtained through representational learning.

The pseudo-code describing the ST-GAT layer is outlined in Algorithm 1.

3.4 Sequence Learning

Sign language recognition is a sequence learning task whose inputs are image frames and outputs
are spoken-language sentences. After feature extraction, long-term dependency needs to be explored
for the final recognition.

Recurrent neural networks (RNNSs) represent the preferred approach for processing sequential
data. However, the sequence length can hamper the propagation of the latter sequence’s gradient back
to the previous sequence, giving rise to the vanishing gradient problem. In addition, the hidden layer’s
input includes the outputs of both the input layer and the preceding hidden layer, and RNN has no
memory function.
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Algorithm 1: Pseudo-code of the ST-GAT layer
Input: X;, € RVXxTxV

Output: Spatial-temporal features X,,; €
# Step 1 to Step 13: Spatial modeling on each frame

For each frame of data X = {X;,X,, ..., Xy}, X; € R¢ do:

RNXC’XT’XV

[a—

2: Compute the attention coefficient between node i and nodej e;; = a(WXy;, WX, ;)
3: Perform regularization a;; = %

4. If nheads != true (When nheads is true, it indicates the use of multi-head attention

mechanism) then:
S X'y = 0Qjev, aijWX;))
Else

7: If graph attention layer is not the last layer then:

8: X'i = |lf10Cjev, alsWEX))

9: Else

, 1

10: XL' = G(EZIf:leevi azkjWka)
11: End
12: End

13: End # Spatial features X' € RVN*C'XT*V are obtained
# Step 14 to Step 20: Temporal modeling on 7 frames in one batch
14:  For each node in 7 frames do:

15: Set the size of the convolution kernel to K; X 1

16: If T frames do not complete the convolution then:

17: The convolution of K; frames is completed

18: The convolution kernel moves between frames according to the preset stride
19: End

Iyl .
¢ € RNXCXT' XV are obtained

20: End # Spatial-temporal features X,

The problems of vanishing gradient and the absence of memory function in RNN can be solved
using LSTM. However, LSTM can perform only one-way transmission, meaning that it considers
only the correlation between the current input and the preceding time frame. In the CSLR, the sign
language video is translated as a sentence with grammatical rules, where each word depends on both
the preceding and following words of the video sequence. Therefore, the proposed method utilizes
BLSTM to learn the semantic association among the former and latter actions in sign language videos.
BLSTM encodes the preceding and the following frames, computing both forward and backward
hidden sequences and saving the past and future input information.
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The ST-GAT module generates feature sequence o = {0,}”,, where T" is the temporal length of

the TCN module’s final output. Subsequently, BLSTM and CTC are used for sequence learning. The
spatial-temporal features extracted by ST-GAT are sent to BLSTM to learn the long-term dependence
and align the input and output via CTC to improve the recognition accuracy.

3.4.1 BLSTM

As shown in Fig. 4, the BLSTM network structure consists of two LSTM stacked in opposite
directions. It contains six shared weights (denoted wl-wo6). The forward and the backward layers
jointly connect to the output layer to transmit the information.

Qutput Layer

Backward Layer

Forward Layer

Input Layer

Figure 4: BLSTM network structure diagram. The green and blue lines represent forward and
backward transmission, respectively

At each moment, the calculation is carried out in both the forward and the backward layers
simultaneously to obtain and save the hidden layer’s output. Then, the output is fed into Softmax.

342 CTC

CTC is mainly used to align the input and output. Therefore, the proposed method uses CTC [31]
to map video sequences o = {0,}”, to ordered gloss sequences £ = {€,}% .

CTC uses an extended vocabulary V with a blank label “—” representing silence and transition.
This label has no clear meaning. V is defined as V = V., U{—}. Now, the alignment path between the
input sequence and the target gloss sequence is defined as 7 = {r,}”,, where =, € V. Given an input
sequence o, the probability of alignment path 7 is defined as:

p@rlo) =[] p@rlo) =[] yex (6)

where y, ., is the probability of the label being 7, at time step 7. Then, many-to-one mapping operation
B that maps the aligned path 7 to the target sequence ¢ is defined, removing all blank and duplicate
labels from the alignment path (e.g., B(II—love——you) =1, love, you). The conditional probability of
sign gloss sequence £ is defined as the sum of the probabilities of all corresponding paths x:

pltloy = > p(r|o) @)

reB—1(0)
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where B! (¢) = {m|B(wr) = ¢} is the inverse operation of B, representing all possible alignments
corresponding to the sign gloss sequence £. Finally, the CTC loss is formulated as:

Lere = —In(p(£lo)) ®)

4 Experiments

This section describes the experiments conducted to evaluate the effectiveness of the proposed
CSLR method based on ST-GAT. The datasets and evaluation indicators are described first. Then,
the implementation details are introduced, and the experiments on the two datasets are discussed.

4.1 Datasets and Evaluation

Experiments were performed on two open SLR datasets, namely the Chinese Sign Language
dataset (CSL) [32] and the ChaLearn LAP Continuous Gesture Dataset (ConGD) [33].

4.1.1 CSL

The CSL dataset was collected by researchers from the University of Science and Technology of
China. The dataset contains 100 sign language sentences related to daily life. There are 178 Chinese
words in total. Overall, 50 signers were recorded, each performing all the sentences five times. Thus,
there are 25,000 videos with 100+ h in this dataset. The videos are about 10—14 s long, with a
resolution of 1280 x 720 and a frame rate of 30 fps.

This work utilizes Word Error Rate (WER) as a measure of similarity between two sentences
to evaluate the performance of the proposed method. In the identified sequence, several words are
inserted, substituted, or deleted to improve the consistency with the correct sequence. The percentage
of the total number of words inserted, substituted, or deleted divided by the total number of words in
the standard sequence is WER, i.c.,

S+D+1T
WER:% ©)

where L is the total number of words in the standard sequence, and I, D, and S are the total number of
insertions, deletions, and substitutions, respectively. The smaller the WER, the better the recognition
performance.

4.1.2 ConGD

ConGD is a dynamic gesture dataset containing continuous and isolated word gestures within a
complex real-life context. The dataset has 249 gesture labels performed by 21 signers, yielding 22,535
RGB+D videos. Each video represents one or more gestures.

Building on the ChaLearn LAP 2017 challenge [34], this work uses the Mean Jaccard Index (MJI).
M1 is based on the Jaccard coefficient. The Jaccard index for gesture category i in sequence s is defined
as:

A,; N By,
J” — 8,0 5,0 10
Y A4, UB,; (10)
where A4,, and B,; represent the ground truth and predicted label for gesture category 7 in sequence s.
Thus, J,; can be seen as the overlap rate between 4,; and B,,.
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Let L denotes the number of gesture categories. Then, the Jaccard index J, for sequences with /,
true labels is calculated as:

1 L
J; = - Jy,' 11
=7 ZI: (11)
Finally, for all sequences S = s,,... ,s, with n gestures, the MJI (denoted J;) is used as the
evaluation criterion (the higher, the better). It is computed as:
— ] <
Js=-2, (12)
j=1

4.2 Implementation Details

The experiment first uses batch normalization on the skeleton data. The ST-GAT module is
composed of nine ST-GAT layers, where the first three layers, the middle three layers, and the following
two layers have 64, 128, and 256 output channels, respectively. The last layer has 512 output channels.
The size of the temporal convolution kernel is nine, and the stride of the second, fourth, sixth, and
eighth convolution layers is set to two as the pooling layer. Residual connections are applied to each
ST-GAT layer. Further, a random dropout ratio of 0.4 is used for each ST-GAT layer to avoid
overfitting. In addition, the multi-head attention mechanism is used to stabilize the learning process.
Then, the extracted spatial-temporal features are forwarded to the sequence learning module, and
the long-term dependence information is learned via BLSTM with hidden layers of size 256. Finally,
the BLSTM’s output is fed into CTC for input and output alignment to obtain the final prediction
sentence. Within this work, the RMSProp optimizer is used with a learning rate of 1 x 10~ and the
batch size is set to four.

In the initial implementation stage, we used all 65 joints extracted by OpenPose as input, the
experiment runed slowly and occupied a high memory. Therefore, we reduced the unnecessary joints
afterwards using the key 27 joints and solved the problem of high memory and slow speed. In
addition, only using ST-GAT module to extract spatial-temporal features will affect the recognition
accuracy, because TCN focuses on short-term temporal relationships and cannot capture long-term
dependencies in sign language videos. Therefore, the proposed method added BLSTM layer after
ST-GAT to deeply explore the features of sign language videos, leading to a higher recognition
performance.

4.3 Experimental Results on CSL

Table 1 compares the proposed method (abbreviated as ST-GAT-SL) with different recognition
methods using CSL. ST-GAT-SL without the multi-head attention mechanism achieves a WER of
1.82%. Utilizing the multi-head attention mechanism in ST-GAL-SL (heads =2) yields a WER of
1.59%. Compared with LS-HAN and STMC using multi-cue, the proposed skeleton-based recognition
method reduces WER by 15.71% and 0.51%, respectively. In addition, compared with the recent works
SLRGAN and VAC, ST-GAT-SL reduces WER by 0.51% and 0.01%, respectively. In Table 1, the
state-of-the-art results such as VAC uses Visual Alignment Constraint to enhance feature extraction.
Compared with VAC, ST-GAT-SL uses the filtered skeleton data as input, so that the model only
focuses on the data that is intrinsic for sign language recognition, and removes the interference of
redundant background. Since motion-information is extremely important for videos, ST-GAT-SL uses
TCN to learn the short-term temporal correlation and BLSTM to learn long-term dependencies of
frames for exact sequence learning.
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Table 1: Method comparison on CSL (the lower, the better)

Year Method WER (%)
2018 LS-HAN [32] 17.3
2018 CTF [35] 11.2
2019 DenseTCN [36] 14.3
2019 Align-iOpt [37] 6.1
2019 DPD [3§] 4.7
2020 STMC[16] 2.1
2021 SLRGAN [39] 2.1
2021 VAC [20] 1.6
2022 ST-GAT-SL (ours, heads =1) 1.82
2022 ST-GAT-SL (ours, heads =2) 1.59

The ST-GAT-SL’s performance was analyzed on 100 categories of continuous sign language
videos on CSL dataset. Fig. 5 and Table 2 show the result with and without the multi-head attention
mechanism. As shown in Table 2, since the extracted joints are filtered and the kernel of GCN is
lightweight, the parameters and complexity of ST-GAT-SL on the CSL dataset is reasonable in both
memory and computational time. It can be seen from Fig. 5 that after 20 epochs of training, the Loss
value of the multi-head attention mechanism model with heads =2 tends to be stable. Overall, using
a multi-head attention mechanism will increase the complexity of the model, but it is still lightweight,
and the Loss and WER values are more stable, and the WER value is lower which means more precise

recognition result.
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Figure 5: Loss and WER curves for CSL. Subfigures (a) and (b) show the result of the experiment
without the multi-head attention mechanism, whereas (c) and (d) depict the results when the multi-
head attention mechanism (heads = 2) was utilized

Table 2: The comparison of parameters and computational complexity, ‘M’ represents million, ‘G’
denotes gillion (thousand million)

Method WER (%)  Parameters (M) Complexity (G)
ST-GAT-SL (ours, heads=1) 1.82 7.58 M 10.72GMac
ST-GAT-SL (ours, heads =2) 1.59 12.0M 18.34GMac

The ST-GAT-SL’s performance regarding spatial-temporal modeling and recognition was evalu-
ated using pairs of sign language videos with similar CSL actions, as shown in Fig. 6.
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(b) The video frames showing a person signing "Your father is an editor."

Figure 6: Sample frames from two CSL videos
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In Fig. 6, the last two sample frames (representing the two occupations, namely “security guard”
and “editor”) have very similar hand movements. Nevertheless, the proposed method successfully dis-
tinguishes the cases, generating accurate recognition results. Meanwhile, the same semantic behaviors,
such as that in second and third sample frames in both (a) and (b), are classified as the same words.

Table 3: Method comparison on ConGD (the higher, the better)

Year Method Accuracy(%)
2017 Chai et al. (2S-RNN) [40] 26.55
2017 Pigou et al. (Res-Block, BLSTM) [41] 31.90
2017 Wang et al. (ConvNets, 3D ConvLSTM) [42] 59.57
2018 Zhu et al. (TD-Res3D + Average fusion) [43] 71.63
2019 Hoang et al. (M-3DCNN-LSTM) [44] 55.23
2020 Mahmoud et al. (Im+DeepSig.) [45] 50.11
2021 Wang et al. (3D CNN, convLSTM, SPP) [46] 69.04
2022 ST-GAT-SL (ours, heads=1) 63.72
2022 ST-GAT-SL (ours, heads =2) 65.78

4.4 Experimental Results on ConGD
The ConGD dataset was selected for the experiments to verify the ST-GAT-SL’s effectiveness on
videos with complex backgrounds.

The comparison between our method and the state-of-the-art work on ConGD is shown in
Table 3. As seen in the table, ST-GAT-SL achieves higher accuracy than that reported in most of
the work but lower than in [43,46]. This is because Zhu et al. [43,46] adopted complicated temporal
segmentation algorithms. In the segmentation module, Zhu et al. [43] used RGB and depth data
as input and Wang [46] used hand motion information to divide video frames into gesture frames
and transition frames. In the recognition module, Zhu et al. [43] used RGB, depth, and optical flow
information as input, whereas Wang [46] used only RGB and depth information. Although these two
methods have higher accuracy, they require multiple data inputs and need large-capacity memory
support. In comparison, our method achieved close to the best performance in a light weight way,
using only skeleton data as input from RGB without requiring temporal segmentation. The network
model is simple with strong robustness to datasets with complex backgrounds. To further emphasize
this point, several frame samples were manually selected from ConGD, yielding the skeleton extraction
results shown in Fig. 7.

The frame rate of sign language videos in ConGD is about 10 fps. The lower the frame rate, the
blurrier the picture. As a result, the recognition accuracy for this benchmark dataset is still insufficient.
Figs. 7a—7c show three kinds of scene complexity: video frame blurring, flexible interaction between
the two hands, and various interactions between hands and face. All these situations hamper exact
recognition. Fig. 7a shows that the proposed method successfully extracted bones and joints even
though the picture is blurry. Furthermore, Fig. 7b demonstrates that hand skeleton information is
correctly captured when there is an interaction between the left and right hands. A human pose can
be correctly estimated when there is an occlusion or interaction between hands and face, as shown in
Fig. 7c. Based on the satisfactory feature extraction and graph modeling, one can conclude that the
proposed method achieves competitive SLR results in real-life, daily contexts.
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Figure 7: Sample of extracted skeleton graphs

5 Conclusion

This work proposes a CSLR method based on ST-GAT. In order to eliminate the influence of
complex background, the pose estimation algorithm OpenPose was used to preprocess the video to
extract the information about joints and bones. On this basis, the spatial-temporal skeleton graph is
constructed. The proposed ST-GAT module calculates the importance of different joints and builds
a higher spatial and temporal feature map with multi-head attention mechanism. We use BLSTM
and CTC to learn the bidirectional long-term series dependence and align the sequences for final
recognition. Our proposed method achieves a WER of 1.59% on the CSL dataset and MJI of 65.78%
on the ConGD dataset, which demonstrates the ST-GAT-SL’s effectiveness. This work proves the
feasibility of skeleton data in SLR tasks. So far, the method is not trained in an end-to-end manner,
and we need to preprocess the videos to get the joints and skeleton information. Future studies will
focus on end-to-end sign language translation methods and multi-channel input including RGB videos,
optical-flow and skeleton data for better recognition performance.
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