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ABSTRACT

For the problems of complex model structure and too many training parameters in facial expression recognition
algorithms, we proposed a residual network structure with a multi-headed channel attention (MCA) module.
The migration learning algorithm is used to pre-train the convolutional layer parameters and mitigate the
overfitting caused by the insufficient number of training samples. The designed MCA module is integrated into
the ResNet18 backbone network. The attention mechanism highlights important information and suppresses
irrelevant information by assigning different coefficients or weights, and the multi-head structure focuses more
on the local features of the pictures, which improves the efficiency of facial expression recognition. Experimental
results demonstrate that the model proposed in this paper achieves excellent recognition results in Fer2013, CK+
and Jaffe datasets, with accuracy rates of 72.7%, 98.8% and 93.33%, respectively.
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1 Introduction

Facial expression is one of the most important characteristics to show the human psychological
state. Psychologist Mehrabian has shown that facial expression accounts for 55% of emotional
expression, which is one of the important characteristics of emotional communication [1]. Psychologist
Paul Ekman has found that the facial expressions, physiological and behavioral responses of six basic
emotions: happiness, anger, surprise, fear, disgust and sadness through his research [2]. Therefore,
facial expression recognition (FER) research has important social value and application value.
Important research results have been continuously achieved in facial expression recognition and
applied in the fields of intelligent teaching [3], human-computer interaction [4], intelligent monitoring
[5], safe driving [6], medical diagnosis [7], and so on.

The facial expression recognition algorithm is mainly composed of three parts: image preprocess-
ing, image hierarchical feature extraction and expression classification, and in which image feature
extraction directly affects the accuracy of the expression classification algorithm. The traditional
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expression recognition methods are through manual extraction of image features, such as Gabor
wavelets [8], histogram of oriented gradients [9], principal components analysis (PCA) [10], Haar
features [11], and Support Vector Machine (SVM) algorithm.

Traditional expression feature extraction algorithms rely too much on manual features, and the
algorithms are vulnerable to external interference. In the process of expression feature extraction, the
algorithm is prone to lose important features, which affects the accuracy of expression recognition.

In 1989, LeCun et al. [12] proposed the concept of Convolutional Neural Network (CNN), which
improved the recognition rate of handwritten characters. In 2012, Hinton et al. [13] designed the
AlexNet deep neural network. In 2014, Simonyan et al. [14] proposed VGGNet network.

These neural network models achieve good classification accuracy by deepening the level of the
network. However, with the deepening of the network level, the problem of gradient disappearance is
easy to occur, which affects the recognition effect of the model. He et al. [1 5] proposed the residual
net structure, which effectively solves the contradiction between neural network depth and recognition
accuracy. In order to further improve the expression recognition effect, many researchers add attention
mechanism to the facial expression recognition model and combine it with convolution neural
network, such as Squeeze and Excitation Networks (SENet) [16], Convolutional Block Attention
Module (CBAM) [17] and self-attention mechanism [18], etc.

Liu et al. [19] proposed an SG-DSN network structure, which introduced a two-stream network
with stacked graph convolution attention block (GCAB) to automatically learn discriminant features
to express facial expressions from organized graphs. Li et al. [20] proposed a special and lightweight
facial expression recognition network Auto-FERNet, which is searched automatically by the differen-
tiable neural architecture search model directly on the FER dataset. Li et al. [21] used ResNet-50 as the
network infrastructure. Features are extracted by convolution neural network, and BN and activation
function ReLLU are used to improve the convergence ability of the model. Pham et al. [22] focused on
the deep architectures with attention mechanism, combining the deep residual network with Unet-like
architecture to produce a residual masking network. Lai et al. [23] increased the network depth and
alleviated the problem of gradient disappearance by adding residual connections to the VGG network.
Niu et al. [24] integrated the CBAM attention module into the surface part expression recognition
model and improved the experimental results.

These improved and fused expression recognition algorithms further improve the expression
recognition accuracy, but with the proposed deep neural network and its various variants, the neural
network depth and structure become more and more complex, and the model parameters increase
rapidly, it leads to some problems such as gradient explosion and long training time in model training.

Different from the above expression recognition framework, we try to design a simple self-
attention mechanism module and integrate it into the convolution neural network model. In this
paper, we design a channel-based multi-head self-attention mechanism module MCA, and use the
transfer learning algorithm to integrate the MCA module into the ResNet18 backbone network, the
model structure is MCA-Net. The model is divided into three parts: image feature pre-extraction,
channel-based self-attention mechanism and local multi-head structure. In the convolution layer of the
network, we use the transfer learning algorithm to pre-train the parameters of the convolution layer,
and use the residual neural network to extract facial expression image features. Based on the channel
self-attention mechanism, the attention mechanism highlights important information and suppresses
irrelevant information by assigning different coefficients or weights. The self-attention mechanism
makes the model focus on information such as location or channel, thus producing more indicative
features. In this paper, the channel self-attention mechanism is used in cooperation with convolution,
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and the average pooling and maximum pooling are used to distinguish queries and keys, and then
they are sent into a shared linear embedding layer to reduce the data dimension and complexity of the
whole model.

Therefore, we propose a facial expression recognition algorithm based on the combination of
Resnet18 network structure and multi-head channel attention mechanism. First, a multi-head channel
attention module is designed to extract deep-level features of expression images and integrate the MCA
module into the ResNet18 network structure; It uses global average pooling layer (GAP) instead of
fully connected layer to simplify model parameters and prevents overfitting; finally, the expression
classification is performed by a Soft-max classifier to improve the generalization ability of the model.

The main contributions of this paper include the following:

(1) The paper proposes a multi-channel attention mechanism module (MCA), which can extract
deep features of facial expression images, improve the representation ability of classification
feature vectors, and help the model make better decisions.

(2) The MCA module is integrated into the ResNet18 network structure, and the global average
pool layer is used to replace the full connection layer in the model output phase, which
simplifies the model parameters, prevents overfitting, and improves the generalization of the
network.

(3) We use the channel self-attention mechanism in concert with global convolution. The atten-
tion mechanism highlights important information and suppresses irrelevant information by
assigning different coefficients or weights, and a global convolutional approach for the entire
numerical tensor, represents each architectural design parameter of this network in terms of a
single high-order tensor pattern, significantly reducing the number of parameters.

(4) On the three public datasets, we propose MCA-Net structure. It also achieves the most
advanced results on several benchmarks.

2 Related Work

2.1 Feature Extraction

The effect of facial expression image recognition depends on image feature extraction. Traditional
image feature extraction methods mainly include Gabor, PCA and so on. Zhao et al. [25] combined
LBP and TOP algorithm for image feature extraction, and used the SVM classification algorithm
for image classification. Shan et al. [26] combined LBP and AdaBoost algorithm to extract features
of facial expression images. Luo et al. [27] proposed an improved PCA algorithm, which first uses the
PCA algorithm to extract the global feature information of the image, and then uses the LBP algorithm
to extract the key region feature information of the facial expression image. Kumars et al. [28] proposed
an optimized LBP algorithm, which uses weighted projection to extract facial expression image feature
information, and achieved good recognition results. Sahaa et al. [29] fused the feature space algorithm
with the PCA algorithm and achieved good results in the process of facial expression recognition.
Bougurzif et al. [30] proposed a pyramid multi-level facial feature algorithm through the extraction of
manual features and deep features. Qian et al. [31] proposed a facial expression recognition method
based on LGRP and multi-feature fusion to solve the problem of redundant information and single
feature in the Gabor filter.

Traditional image feature extraction algorithms rely too much on manual rules, so it is easy to
lose the deep feature information of classified images. In the depth learning method, after image
preprocessing, the depth neural network can automatically extract the deep image features of the
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classified image, learn more dimensional feature information, and improve the effect of image
classification.

In 2012, Krizhevsky et al. [13] proposed the AlexNet model to further deepen the neural network
level and learn more image feature information. In 2014, the Oxford University team optimized the
AlexNet structure and proposed the VGG model to further deepen the neural network level, obtain
more image feature information, and improve the classification effect [14]. In 2016, in order to solve
the problem of network degradation caused by deepening network levels, He et al. [15] proposed the
residual network structure, which effectively solved the contradiction between neural network depth
and recognition accuracy.

The above neural network methods focus on the high-level semantic information of facial
expressions and ignore the local feature information. In this paper, a local multi-head structure is
proposed, which splits a large high-dimensional single head into n multiple heads, which can work on
a lower dimension. When the global image is divided into smaller local images, the local images have
more advantages than the global images, and pay more attention to the local feature information of
facial expressions.

2.2 Attention Mechanism

In recent years, the attention mechanism has been widely used in the field of natural language
processing and computer vision, and has quickly attracted the attention of researchers. The self-
attention (self-attention) mechanism proposed by the Google team in 2017 has become a research
hotspot of neural network attention, and has achieved good results in various tasks [32].

Subsequently, many researchers tried to introduce self-attention mechanism into computer vision,
but did not achieve breakthrough results. In computer vision, attention mechanisms usually include
global attention, spatial attention, channel attention, self-attention, and independent attention and
so on. Different researchers integrate the attention module with the CNN network structure indi-
vidually or in combination, and achieve good results. Xu et al. [33] proposed a medical image
classification algorithm based on global attention module. The global attention module identifies and
extracts the key regions of medical images, and then sends them to the standard convolution neural
network. Hu et al. [16] proposed a new image recognition structure SE-NET, which enhances the
accuracy by modeling the correlation between feature channels and strengthening important features.
Woo et al. [17] proposed the CBAM module, which is composed of spatial and channel attention
mechanism modules in turn. Chen et al. [34] combined spatial and channel attention modules and
proposed an SCA-CNN model for image subtitle recognition with good results.

Dosovitskiy et al. [35] proposed the ViT structure, which is an independent spatial attention
structure, in which the transformer’s inputs are patches extracted from the tensor image. Dai et al. [36]
proposed an independent model of spatial self-attention mechanism, which combines convolution and
attention mechanism. ViT and CoAtNet models have achieved excellent results on ImageNet, but the
complexity and cost of these two models are very high. So, it is necessary to pre-train the JFT-3B data
set containing 3 billion images.

Different from the above attention mechanism research work, we used the channel self-attention
mechanism in concert with global convolution. The attention mechanism highlights important
information and suppresses irrelevant information by assigning different coefficients or weights. We
decided to simplify the model by differentiating query and key respectively with average and max
pooling in order to enhance the processing of input information at different scales. We used a global
convolutional approach for the entire numerical tensor, and represented each architectural design
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parameter of this network in terms of a single high-order tensor pattern, significantly reducing the
data dimension and complexity of the whole model.

3 The Proposed Framework

We proposed an end-to-end deep learning algorithm to classify the emotion images based on
multi-channel attention network. Due to the small number of classes for facial emotion datasets, we
found that using the ResNet18 residual network structure and the attention mechanism could achieve
more excellent results than SOTA models for several datasets.

In the process of facial expression recognition, the entire facial picture does not need to be
recognized. Based on the expression classification features, it is only necessary to recognize and classify
the expression picture information in specific regions, such as the eyebrows always appearing above
the eyes. Therefore, we used the attention mechanism module to obtain information about the special
regions in the facial emoticon images.

The structure of the model proposed in this paper is shown in Fig. . We added the attention
mechanism module to the residual network. By loading pre-trained ResNet18 model parameters, the
training speed and effectiveness of the model in this paper could be improved.
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Figure 1: The proposed model architecture

3.1 Residual Module

The first proposed residual network is shown in Fig. 2, which effectively solves the contradiction
between neural network depth and recognition accuracy.

When a neural network reaches a certain depth, the output x of that layer is already optimal,
and further deepening the network will result in degradation. In a conventional convolutional neural
network, it is difficult to ensure the weight of the next layer network H (x) = F (x) + x. In the residual
structure, when the network structure is designed as H (x) = F (x) + x, the identity mapping H (x) = x
of the next layer is changed into F (x) = H (x) — X. The residual function F (x) only needs to update a
small part of the weight of F (x). It is more sensitive to output changes, and the parameters are adjusted
more widely, which can speed up the learning speed and improve the optimization performance of the
network. The formula of residual structure is as follows:

y=F& {W} +Wux ()
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where W, is mainly a 1x1 convolution used to match the channel dimensions of the residual structure
model input x and model output y. F (x, {W,}) is the residual mapping that the network needs to learn.
When the residual structure has the same input and output dimensions, the definition is as follows:

y = F (Xa {WI}) + X (2)

weigﬁt layer |
F(x) l relu X

weight layer identity

G
F(x)+x 1 relu

Figure 2: The residual network structure

The input information x is added to the feature calculation process, combined with the feature
information of the upper layer to enrich the feature extraction of the network layer. Through the
residual structure design, the degradation problem in the process of deep structure network training
can be well solved without adding additional parameters and calculation. It also increases the training
speed of the model and improves the training efficiency results.

3.2 Multi-Head Channel Attention Module

In the process of a large amount of input information in the neural network model, we used the
attention mechanism to improve the efficiency of the neural network by selecting only some key input
information for processing [37].

The attention mechanism function is calculated by first calculating the similarity or correlation
between Query and each Key, getting the weight coefficient of each Key corresponding to Value, and

then weighted summing the Value. The final attention value is obtained, and the structure is shown in
Fig. 3.
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. OK™
Attention (Q, K, V) = SoftMax | =— | V 3)

Vd,
where O, K, V represents three matrices calculated by the same input and different parameters. /d,
is the k-dimensional adjustment smoothing factor to prevent the multiplication result from being too
large. The SoftMax() function normalizes the result to a probability distribution and finally multiplies
the matrix ¥ to output the result.

In the MCA module proposed in this paper is shown in Fig. 4, the relevant parameters of the model
are first defined: n represents the number of multiple heads, s represents the size of the convolution
kernel, and d represents the embedding dimension of each head. x € R”"-¢ is the input vector, H is
the image height, I is the image width, and C is the number of channels, where HxW is required to
be divisible by n.

Q = AvgPool,, (x) € R""™€ “4)
K = MaxPool,, (x) € R*"“ (5)
V = AvgPool;, (x) € R*"¢ (6)
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Figure 4: The proposed multi-head channel attention for the ResNet18

We slice the values of the input vectors Q, K, V into n equal parts, and reshape the segmented
tensor as follows:

q» = [SplitHeads (Q)], € R .
k, = [SplitHeads (K)], € R“*"/" o
v, = [SplitHeads (V)], € RS N

Each head operates on the (¢, k, v,) vector separately, and n full connection layers can be
obtained. Among them, the query, key and value all come from the same tensor. In order to save
model space, a shared linear embedding layer is constructed with weights w,, € R/ and biases
b,, € R".

Qv =qy - win+by € R? (10)
lzh = kh . Wl,h + bl,h S RC’D (11)
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The attention score is calculated by transpose and matrix product.
sy = G- ki € R (12)

Finally, it is straightforward to calculate the final attention tensor A, for the / head.
A/t =S,V c RC,(H)(W)/H (13)

The final output o is synthesized by combining #» heads using simple transpose, reshape, and
connect operations.

o = SplitHeads™' ([A|,A,,...,A,]) € R*"< (14)

3.3 Global Average Pooling and Dropout

In the facial expression picture, the expression information is mainly concentrated in the central
area of the picture, such as the corners of the mouth, eyebrows and other regional features. Therefore,
the global average pooling layer is used instead of the traditional full connection layer to directly
sum the channel information of facial expressions to reduce the dimension and reduce the network
parameters of the model. Finally, by using the Dropout function, some neurons in the neural network
are discarded randomly, and the image feature information recorded by CNN is reduced so that the
facial expression recognition network will not rely too much on some local features and enhance the
robustness and generalization ability of the model. Therefore, the output layer of the model adopts
GAP and Dropout design to further simplify the parameters and complexity of the network, improve
the training speed of the network model, avoid the over-fitting phenomenon, and then improve the
generalization of the network.

4 Experimental Results

In this section, we will verify and evaluate the model of three facial expression datasets. First of
all, the data set used is briefly described, and the corresponding data preprocessing is carried out,
including data enhancement and so on. Then compare it with other models, and finally visualize the
model results, including drawing confusion matrix and ROC curve and so on.

4.1 Database
The facial expression datasets used were analyzed, including the Facial Expression Recognition
2013 (Fer2013), the extended Cohn-kanade (CK+) and Japanese female Facial Expression (Jaffe).

Fer2013: the expression data set consists of 35,668 facial expression images, including 28,709 in
the test set, 3589 in the verification set and 3589 in the test set. The size of each picture is 48 x 48 gray
scale image, the structure of this model is based on the ResNet pre-training model, so the original
picture needs to be adjusted to 224 x 224. There are seven expressions in the data set, corresponding
to the number label 0-6, which are angry, disgusted, frightened, happy, sad, surprised and neutral in
turn, and the distribution of the number of each type is shown in Fig. 5 below.
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Figure 5: Distribution of Fer2013 dataset

The example of each expression in the Fer2013 dataset is shown in Fig. 6 below.

N Angry

CK+: The dataset is extended on the basis of Cohn-Kanade dataset. There are seven kinds of
emotions in the data set, corresponding to the number label 0-6, which are angry, disgusted, scared,
happy, sad, surprised and neutral in turn, and the distribution of the number of each type is shown in

Fig. 7 below.

Digust Fear Happy Sad Surprise Neutral

AEEE

Figure 6: Seven samples of Fer2013 dataset

Class distribution
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Figure 7: Distribution of CK+ dataset

The example of each expression in the CK+ dataset is shown in Fig. & below.
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Surprise Neutral

Fear Happy

Figure 8: Seven samples of CK+ dataset

Jaffe: the database contains 213 facial expressions of 10 Japanese women. Each person makes
7 expressions, corresponding to the number label 0-6, followed by anger, disgust, fear, happiness,
sadness, surprise and neutrality. The number distribution of each type is shown in Fig. 9 below.

Class distribution

Angry  Digust Fear Happy Sad  Surprise Neutral
Emotions

Figure 9: Distribution of jaffe dataset

The example of each expression in the CK+ dataset is shown in Fig. 10 below.

Angry Digust Fea Happy Sad Surprise Neutral

5] 5] 5| %

Figure 10: Seven samples of the jaffe dataset

4.2 Data Enhancement

Due to the small number of samples in CK+ and Jaffe data sets and the imbalance of expression
categories in Fer2013 data sets, neural network training can easily lead to problems such as weak
generalization ability and over-fitting. Therefore, it is necessary to carry out data enhancement
operations on the three data sets, including random rotation, random scaling, horizontal, vertical
translation and random flipping. Fig. 11 shows the effect of Jaffe data enhancement.

In addition, all experiments use 7-fold cross-validation (i.e., the images are randomly divided into
7 equal-sized subsets, 6 subsets are used for training and the remaining 1 subset is used for testing),
and the final results are derived by averaging the recognition accuracy.
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Figure 11: Example of jaffe data enhancement

4.3 Experimental Environment and Parameter Metrics

4.3.1 Implementation Details

549

All models in this paper were run on the open source TensorFlow platform, used the Nvida
Getforce Gtx1080 for experiments. ResNet18 was used as the backbone network of MCA-Net, and
the image dataset on ImageNet was used to initialize the network parameters for training. The model
learning rate is set to 0.005, the dropout ratio is 0.5, the optimization algorithm is Adam, and the batch

size 1s 64.

This model uses ResNet pre-training model, so it is necessary to rescale the images of the three
expression data sets to 224 x 224. Fig. | describes in detail the implementation details of ResNet18
based on the MCA module, and the model parameters for each MCA model are shown in Table 1.

Table 1: MCA module parameter

Block Heads

Dim Pool Scale Ker

MCALT 8
MCA2 8
MCA3 7

196 3 1 3
196 3 1 3
56 3 1 3

(Continued)
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Table 1 (continued)
Block Heads Dim Pool Scale Ker

MCA4 7 14 3 1 3
MCAS5 1 25 3 1 3

4.3.2 Metrics

We evaluate the proposed MCA-Net with accuracy metric to compare with other the performance
of expression recognition models quantitatively. Accuracy is the proportion of correctly classified
samples to the total number of samples.

Accuracy = correct/total (15)

where correct is the number of correctly classified samples and the total is the number of total samples.

4.4 Analysis of Experimental Results

The improved model proposed in this paper is used to experiment on three facial expression data
sets, and the experimental results are analyzed by drawing confusion matrix, ROC curve and model
comparison experiment.

4.4.1 Confusion Matrix

The confusion matrix of the Fer2013 is shown in Fig. 12.

Normalized confusion matrix

Angry AT 0.01 0.08 0.03 0.11 0.01 0.08
0.8
Disgust 4 0.20 0.67 0.02 0.04 0.04 0.02 0.02
Fear 0.11 0.6
o
Fe]
e Happy{ 002
£ 0.4
Sad-{ 0.10
Surprise {4 0.01 F0.2
Neutral { 0.04
—L 0.0

Predicted label

Figure 12: The confusion matrix of the Fer2013 dataset
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The confusion matrix of the CK+ dataset is shown in Fig. 13.

CK+Normalized confusion matrix

1.0
Angry 0.00 0.00 0.00 0.00 0.00 0.00
Disgust 4 0.8
Fear4 0.00
0.6
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=3
’h
- 0.4
Sad4 0.00
Surprise { 0.00 -0.2
Neutral {4 0.00
; T —-0.0
S & e 3 o ot >
& N & R P g &

Predicted label
Figure 13: The confusion matrix of the CK+ dataset

The confusion matrix of the Jaffe dataset is shown in Fig. 14.

Fig. 12 shows the experimental results of the model on the Fer2013 dataset, and we found that
the recognition accuracy of the model for all seven expressions is not very satisfactory; only happy
expression has a recognition rate of 90%; surprise expression has a recognition rate of 8§5%, and the
lowest fear only has a recognition rate of 56%. The main reason is that most of the expressions in the
Fer2013 dataset are collected from the web with image occlusion, light blurring and label mislabeling.
Therefore, the Fer2013 dataset needs to be pre-processed before model training, including filtering the
emotion images and correcting emotion labeling. On the other hand, the two categories such as fear
and sad are often easily confused. This is because human expressions are rich and present concomitant
features, such as sadness caused by fear.

Figs. 13 and 14 show the experimental results of the model on CK+ dataset and Jaffe dataset,
respectively. We found that the recognition rate of the method in this paper hits 100% on all six
expressions, mainly because the expressions in the photos of CK+ dataset and Jaffe dataset originate
from the laboratory environment, the image data annotation is standardized, and the expression
images have high quality and easy to distinguish. The main reason for the relatively poor recognition
results of the models in this paper for happy and disgust is probably because these two expressions have
similar muscle deformation degrees, which leads to the situation that the models have misjudgment.



552 CMES, 2023, vol.135, no.1

Jaffe Normalized confusion matrix
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Figure 14: The confusion matrix of the jaffe dataset

Through the above analysis, we should study the facial expression recognition in real environment
and consider the influence of factors such as lighting, occlusion, and expression concomitance in the
study of facial expression recognition.

4.4.2 ROC Curve

The ROC curve is a composite indicator of the continuous variables of sensitivity and specificity,
and is a graphical representation of the interrelationship between sensitivity and specificity.

Figs. 15 to 17 show that the ROC curves of the model on the Fer2013 dataset, CK+ dataset
and Jaffe dataset, respectively. By analyzing the ROC curves, we found that the ROC curves of each
dataset correspond to the results of the confusion matrix, and the higher the accuracy of expression
recognition, the larger the area of the curve under the corresponding category.

4.4.3 Comparative Analysis of Model Results

To further validate the model in this paper, we compare the result of our model with previous
research work, as shown in Tables 2 to 4.
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Figure 16: The ROC curve of the CK+ dataset
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Figure 17: The ROC curve of the Jaffe dataset

Table 2 shows that the recognition results of the model in dataset Fer2013, and we find that the

methods.

Table 3 shows that the recognition results of the model in dataset CK+, and we find that the
recognition accuracy of the model reaches 98.8%, which indicates the effectiveness of the model in
this paper. Compared with 86.3% of the ResNet18 model, our model improves 12.5%. The result
indicates that the MCA module can effectively extract the channel information of the image, and

recognition accuracy of the model reaches 72.7%. The accuracy of LHC-Net and VGGNet models
are 1.72% and 0.58% higher than the model in this paper, respectively. The LHC-Net model adopts
the ResNet34 network structure, which is 16 layers more than the network structure in this paper, and
the network depth and model parameters are increased accordingly. The article adopts the VGGNet
architecture, rigorously fine-tune its hyper parameters, and experiment with various optimization

Table 2: Classification accuracy on the Fer2013 dataset

Model Accuracy rate
CNN [3§] 72.16

ResNet [39] 72.4
VGGNet [40] 73.28
DeepEmotion [41] 70.02

SVM [42] 71.16
SE-Net50 [43] 72.7
LHC-Net [44] 74.42
ResNetl18 64.8

The proposed model 72.7
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assigning different weights to different feature information to improve the model performance. The
model performance is improved by giving different weights to different feature information.

Table 3: Classification accuracy on the CK+ dataset

Model Accuracy rate
NSVT [45] 96.5
DRL [46] 89.8
CUDL [47] 96.6
CNN [48] 92.81
VGGI16 [49] 94.8
HCIA [50] 96
DTAGN [51] 97.2
ST-RNN [52] 97.2
ResNet18 86.3
The proposed model 98.8

Table 4 shows that the recognition results of the model in the dataset Jaffe, and we find that the
recognition accuracy of the model reaches 93.3%. The accuracy of VGG16 and ERCEC models are
0.37% and 0.17% higher than the model in this paper, respectively. The expression images in the Jaffe
dataset are collected in a laboratory situation, and no specified training and test sets are provided and
therefore, different segmentation results will lead to some differences in the experimental results.

Table 4: Classification accuracy on the Jaffe dataset

Model Accuracy rate
ERCEC [47] 93.5

TIFE [53] 91.97

PCA [54] 91.3

VGG [49] 93.7

MLT [55] 89.18
LBP-ORB [56] 88.5

Deep Features-HOG [57] 90.58
ResNet18 85.7

The proposed model 93.33

We also compare the accuracy of the different models on the three datasets, as shown in
Figs. 18-20. The comparative analysis of the three figures shows that the model proposed in our paper
converges fast on the three datasets, and finally the model is almost converged and achieves a high
accuracy rate.
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Figure 18: The classification accuracy on the Fer2013 dataset
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Figure 19: The classification accuracy on the CK+ dataset
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From the above analysis results, we find that the recognition accuracy of our proposed method
achieves good results on all three expression datasets, which verify the effectiveness of our proposed
method.

5 Conclusion

The research of the facial expression recognition algorithm has important theoretical significance
and practical value. Based on the analysis of the current mainstream facial expression recognition
algorithms, we proposed a facial expression recognition algorithm based on the combination of
ResNetl8 network structure and multi-channel attention mechanism. The main purpose of this
network structure is to add MCA to the ResNet18 network structure to coordinate the self-attention
mechanism and the channel attention mechanism. Through the residual module output fusion to
extract richer facial expression features, it can improve the network of local key parts feature
extraction, and join the mainstream deep learning network structure, such as VGG, ResNet and so on.
The experimental results show that the model proposed in this paper achieves excellent recognition
results in Fer2013, CK+ and Jaffe datasets. Compared with the mainstream expression recognition
models, the total parameters of this model are only 20 M. The complexity of the model is further
reduced, the training speed of the model is further improved, and the recognition speed of facial
expression recognition algorithm is further improved. However, the facial images studied in this
paper are static images, which do not take into account the facial expression images under complex
environments, such as the missing facial expression information and non-frontal face images, etc. In
order to verify the robustness and generalization ability of the facial expression algorithm proposed
in this paper, the model will be tested and evaluated using other types of facial expression datasets in
the next step.
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