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ABSTRACT

The interpretability of deep learning models has emerged as a compelling area in artificial intelligence research.
The safety criteria for medical imaging are highly stringent, and models are required for an explanation. However,
existing convolutional neural network solutions for left ventricular segmentation are viewed in terms of inputs and
outputs. Thus, the interpretability of CNNs has come into the spotlight. Since medical imaging data are limited,
many methods to fine-tune medical imaging models that are popular in transfer models have been built using
massive public ImageNet datasets by the transfer learning method. Unfortunately, this generates many unreliable
parameters and makes it difficult to generate plausible explanations from these models. In this study, we trained
from scratch rather than relying on transfer learning, creating a novel interpretable approach for autonomously
segmenting the left ventricle with a cardiac MRI. Our enhanced GPU training system implemented interpretable
global average pooling for graphics using deep learning. The deep learning tasks were simplified. Simplification
included data management, neural network architecture, and training. Our system monitored and analyzed the
gradient changes of different layers with dynamic visualizations in real-time and selected the optimal deployment
model. Our results demonstrated that the proposed method was feasible and efficient: the Dice coefficient reached
94.48%, and the accuracy reached 99.7%. It was found that no current transfer learning models could perform
comparably to the ImageNet transfer learning architectures. This model is lightweight and more convenient to
deploy on mobile devices than transfer learning models.
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1 Introduction

Cardiovascular disease remains the top cause of global mortality, with more people dying yearly
than from any other reason. It has become a major public health issue. Coronary heart disease affects
the left ventricle region of the heart primarily. Estimating left ventricular function parameters using
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left ventricular segmentation images can aid doctors in diagnosing the disease. Because doctors spend
much of their time and energy manually segmenting the left ventricle, using algorithms to do so
automatically will greatly improve the doctor’s effectiveness.

There are various important deep learning applications for image analysis that should divide the
image into spatial zones of interest rather than detecting individual items within a zone. According
to medical image analysis, the pixels corresponding to distinct types of tissue, blood, and abnormal
cells should be differentiable so that a particular organ can be isolated. Because of the complexity
of medical images, a number of issues (e.g., local variations and non-uniformity) must be addressed
throughout the segmentation process, making direct use of general image segmentation methods
impossible. Semantic segmentation aims to assign each pixel to a given class. This is a classification
problem; this study was based on individual pixels rather than on an entire image.

Medical imaging can help doctors with clinical diagnoses but telling doctors whether an MRI
image is of the left ventricle is insufficient. Moreover, CNNs are known for their classification and
segmentation outputs [1,2]; however, doctors also want to know what the interpretable medical Al is
saying and the effect of the respective model layer on the image. In addition, as mobile smartphones
and tablets have become ubiquitous and standard office equipment, a growing number of doctors have
begun to use them for clinical activities, such as viewing medical images and submitting diagnostic
advice. Because mobile devices have limited computing capacity, a lightweight, fast segmentation
algorithm is needed. However, current techniques are computationally difficult and need considerable
resources.

To meet these needs, this study developed a model with optimized size and parameters suitable for
adoctor’s use. It could verify hypotheses. Through model visualization, doctors can participate directly
in the evolution of the model and assist data scientists in improving performance. This study aims to
make common deep learning activities easier, including data management, neural network design,
training on multi-GPU systems, and real-time performance monitoring with enhanced visualizations.
Selecting the optimal model from the results browser for deployment was also an aim. Data scientists
can focus on designing and training networks rather than on complex programming and debugging.
In addition, this model is more suitable for deployment on mobile devices.

We struck a balance between algorithm complexity, processing time, and segmentation accuracy
and found that lightweight models could perform comparably to ImageNet architectures and be
applied to mobile devices. The remainder of this paper is arranged as follows. Section 3 proposes an
explainable model—explainable methods are provided before modeling, explainable mode methods
are established, and an explanation is provided after modeling the methods. Section 4 evaluates the
performance. At the end, Section 5 presents a discussion and draws conclusions. The contributions of
this study are presented below:

e We did not depend on transfer learning or a pretrained model; we designed a multi-convolution
stack model using the interpretable modeling approach (i.e., first is interpretability before
modeling, then establishing a model that can be explained and, finally, explaining the model
output).

e We used an explainable global average pooling layer to replace the fully connected layers.
Global average pooling can explain and reduce the number of parameters while maintaining
satisfactory performance. Overfitting was avoided, and the structure was simple.

e We enhanced our framework visualizations to improve interpretability. We analyzed the perfor-
mance per accuracy, loss, and Dice and the features of each layer of the CNN in real-time.
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2 Related Work

2.1 Explainable Deep Learning Model

An explainable model is a function that is too difficult for humans to comprehend, also called
a black box, which can provide insights into how it operates. To do this, we need an additional
method. Samek et al. [3] proposed visual analytics methods [4,5] for explainable deep learning.
They highlighted potential problems and future research approaches after reviewing visual analytics,
information visualization, and learning perspectives pertinent to this goal. Zhang et al. [6,7] presented
a method for converting a traditional convolutional neural network (CNN) into an interpretable CNN
to explain knowledge representations in the CNN’s high convolutional layer. Kuo et al. [8] proposed
a determination of CNN parameters based on an interpretable feed-forward design methodology.

Since the clinical use of deep learning algorithms has been limited due to their black-box nature,
Ghosal et al. [9] provided various approaches. From the perspective of a deep learning scientist
tasked with developing a solution for end-users in healthcare, the hurdles for clinical deployment and
issues requiring more research were presented. They provided pre-model vs. in-model vs. post-model
approaches, for example.

Zheng et al. [10] suggested semi-supervised learning of apparent flow for explainable heart disease
categorization using cine-MRI with motion characterization.

2.2 Unexplainable Network
2.2.1 Transfer Learning

In medical image analysis, deep learning-based annotation and segmentation can speed-up model
development. However, developing an effective model from scratch is time-consuming and requires
that an effective model be developed. This also requires considerable investment and effective datasets.
These factors have always been the toughest challenge for developers. In November 2018, NVIDIA
launched the Transfer Learning Toolkit (TLT) [11] for medical imaging based on deep learning.
Various advanced and complex algorithms in deep learning have become more popular in applying
medical images through transfer learning.

Raghu et al. [12] asked why there are only thousands of training samples. They had to assess
transfer learning in small data environments. They found that a large model designed for ImageNet
has too many parameters for a small amount of data. Using a comprehensive performance review and
an analysis of hidden representations of neural networks, they found that transfer learning is limited
in improving the performance of tested medical imaging tasks. This performance was unaffected by
transfer learning, and a model trained from scratch performed on par with the conventional ImageNet
transfer model.

2.2.2 Attention Module

According to the findings of Jain et al. [1 3], standard attention modules do not provide meaningful
explanations and should not be treated as though they do.

The obtained models above make it difficult to explain the relevance or causality between its input
and output in clinical practice and lack the process’ interpretability. It is difficult to obtain information
supporting causal reasoning for medical diagnosis or research.
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2.3 Medical Image Segmentation

Image segmentation has experienced years of development, and many excellent semantic seg-
mentation networks have been proposed (e.g., FCN, U-Net, SegNet, and DeeplLab). Wu et al. [14],
to accurately segment LVs, built a hybrid model combining CNN and U-Net. However, overfitting
proved to be a problem common in deep networks. Affected by many parameters that need to be
learned, especially for U-Net, their model needed to use transfer methods. However, medical image
segmentation has made substantial use of attention mechanisms. Sinha et al. [15] first used multiscale
self-guided attention for medical image segmentation by capturing richer contextual dependencies
through the guided self-attention techniques that helped filter out noise to highlight pertinent
information. Cai et al. [16] used an attention mechanism to explicitly model the dependencies between
channels and mix local features with their equivalent global dependencies. They used multiscale
prediction fusion with global information on different scales to eliminate semantic ambiguity in the
jump connection operation.

Deep learning algorithms for image segmentation are becoming a promising building block in
medical image segmentation. Transfer learning methods and attention modules have been popularized.
However, the inexplicability of the black box of deep learning hinders the development of intelligent
medical diagnosis. Deep learning models in medical imaging and their interpretability in medical
imaging are becoming a research hotspot.

3 Methodology

The complexity of the method, the time required, and the segmentation results, all limitations
imposed by the algorithm we choose, are factors to consider. Raghu et al. [12] asserted that transfer
learning has no major impact on medical imaging task performance. A model trained from scratch is
almost as good as the standard ImageNet transfer model. Thus, unexplainable methods were excluded
from designing an explainable model from scratch.

3.1 Interpretation Methods before Modeling

Before modeling [17-20], the interpretation method is a series of strategies with the common
purpose of learning more about the datasets used in model construction [5-8]. Machine learning
solves the problem of discovering knowledge and rules from data. If the designer knows little about
the characteristics of their data, it is unrealistic to expect much understanding of the problem. The
importance of interpretable methodologies before modeling is that they assist designers in quickly and
thoroughly understanding the properties of data distribution, considering potential issues in the model
design procedure and selecting the most appropriate model for approaching the perfect solution.

Medical images are highly complex. The internal structure of the human body is generally
constant, with a broad gray scale range and hazy borders. The semantics are complex and intricate,
and the distribution of segmentation objectives in these images is regular (e.g., inter-annotator conflicts
and poor segmentation reproducibility) [21].

Because medical imaging data collection is difficult and the data available are limited, overfitting
in a model is common; so, a tiny model with a limited set of factors is appropriate [22].

Fig. 1 illustrates two datasets. Each image row represents a single instance of the data. On the left
is an MRI image, and on the right are areas marked by an expert (often called contours). The sections
of the image that are part of the LV are represented by white. The size of the LV depends on the image,
but it usually occupies only a small portion of the total image area.
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Original LV image Expert annotation

Figure 1: MRI and expert annotation

The photos were originally created in 256 x 256 grayscale DICOM format [1-3]. The contour is a
tensor with the dimensions of 256 x 256 x 2.

3.2 Establish an Interpretable Model
The issue with creating explainable Al strategies is that many Al models have important tradeoffs
when accuracy and transparency are balanced.

A convolution layer was employed to capture small regions of interest, while a larger receptive field
was used to record broader receptive fields. Pooling layers were added, which down sampled the data
while attempting to retain most of the information. This eliminated some computational complexity.

Layers typically associated with image recognition neural networks have been described [5,0],
where the number of output nodes equaled the number of classes. Each pixel was classified in the
image so that the output size would be the number of classes, two. Additionally, the spatial location of
the output nodes was important since each pixel had an associated probability of being part of the LV.

CNNs are well-established as excellent choices for image recognition or classification tasks. The
task in this study was segmentation, which was related to classification in a sense. Each pixel was
classified in the image rather than the entire image altogether. To utilize the same type of CNN
already shown to do very well on image recognition for the segmentation task, we must make some
modifications to CNN models.

This study used a global average pooling layer. In the global average pooling layer, there was no
full connection layer (i.e., no fixed graph size); so, it would be easy to adapt to many input sizes. The
following figure depicts how these data change in the following task.

Fig. 2 depicts a CNN consisting of convolution layers, pooling layers, an UnPool, and a combined
layer.

Fig. 3 is prompted by the VGGnet stack of three 3 x 3 convolution layers. Instead of a single
7 x 7 layer, it introduced more nonlinearity (more hidden layers, thereby introducing more nonlinear
functions), improved the decision power of the decision function, and introduced fewer parameters.

The average feature for a layer was used to enhance the features at the respective location using
global average pooling (GAP). A context vector was created by pooling a layer’s feature map across
the entire image. The context vector is normalized to create new feature maps of the same dimensions
as the originals. The feature maps above were then concatenated.
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Figure 3: Stack convolution

According to Fig. 4, the GAP operation could be considered the expectation of obtaining the
confidence of the full picture of the respective category. Because there was only a convolutional layer,
spatial information was well preserved, and interpretability increased. There was no fully connected
layer, which reduced the number of parameters and overfitting to a certain extent.

Global
Convolutions Pooling Convolutions Pooling average pooling

Pooled Pooled
Input Feature maps Feature maps Feature maps feature maps

Figure 4: Mechanism of global average pooling
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We obtain Sc by entering F, = > fi (x, ) into a class score
S.=2 0D ity =2 > oifix.). (1)

The class activation map for class c is defined as Mc, where each spatial element is given by

M. (x.) = D ofilx.)). )
Thus, S, =2, M. (x, ).

3.3 Interpretation after Model Building

This study focused on model visualization [23,24] in this part. After modeling, the interpretable
technique primarily strives for a deep learning model with internal features, not visible properties.
For neural networks, the number of hidden layers is constantly a metaphysics. The goal of NVIDIA
DIGITS [25] is to visualize CNNs to obtain a human-interpretable overview of the hidden network
layers’ concepts. This study used the improved NVIDIA DIGITS system to train and analyze the
performance of the trained model. During and after the training phase, the designer might see a change
in the hidden layer’s performance by analyzing the model’s accuracy. The outcome of the training
process was visualized. The developer can monitor the output of image convolution, which aids in the
understanding of the convolution kernel’s function. The developer might use the heat map to determine
which sections of the image are important in the image classification challenge and find the positions
of items in the image.

On the right side of Fig. 5, NVIDIA DIGITS uses a gradient attribution method [26] to generate
a pixel-resolution map that shows which pixels are most significant for network classification. This
algorithm calculates the class score’s gradient regarding the input pixels. The maps, on the surface,
appear to demonstrate which pixels impact the class score most when modified. The left side of Fig. 5
shows the shape, mean, and standard deviation of the data in this layer. The third layer of convolution
consists of 384 columns and 256 rows of pixels, the convolution kernel is 3 x 3, and the weights have
learned 885,120 parameters through convolution. It also shows that a pixel’s mean and standard
deviation are both 0.

We enhanced NVIDIA DIGITS by employing class activation maps (CAM) [26] to generate
visual interpretations of CNN predictions. CAM uses the GAP layer in the CNN to generate a map
highlighting which parts of an image the network uses in relation to a specific class label. According
to Fig. 6, we can see which portions of the image are important in the image classification. We could
use the GAP layer and the heat map to simultaneously determine where objects are in the image. The
red portion of the figure indicates that the model has been placed at the center of the left ventricle, and
the cyan edge outlines the left ventricle’s boundary. It assists doctors in understanding how the model
recognizes the left ventricle and model developers in determining whether the model is accurate.
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Figure 5: Convolution Layer3 visualization

Figure 6: Global average pooling layer visualization

4 Experimental and Evaluation
4.1 Dataset

The Sunnybrook [27,28] data collection contains 45 cine-MRI images of persons with a variety
of diseases; healthy people, heart failure with and without infarction, and hypertrophy are some of
the terms used. The internal dataset is a sequence of MRI short-axis (SAX) images that have been
accurately tagged. The images were originally in DICOM format (256 x 256 grayscale). The label was
a tensor with the dimensions of 256 x 256 x 2. These were 2D cine images with about 30 shots spanning
the cardiac cycle. Each slice was obtained using a different breath hold. See references [27-29] for a
complete list of citations. The training set included 334 images corresponding to 334 different subjects,
and the validation set (data not applied for training but used to test the model’s accuracy) included 96
images.
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There were four pathological groups in this dataset:

(1) The patients in the infarction-related heart failure group exhibited a late gadolinium enhance-
ment ejection fraction of less than 40%.

(2) In the heart failure without infarction group, the ejection fraction was less than 40%, and there
was no late gadolinium augmentation.

(3) The LV hypertrophy group had a normal ejection fraction >55% and a left ventricular mass-
to-body-surface-area ratio >83 g/m’.

(4) The healthy group had an ejection fraction of over 55% and no evidence of hypertrophy.

4.2 Workflow
(1) Prepare the input data.

(2) Make a computational graph. Create the neural network graph [27,28] with specific nodes (e.g.,
inference, loss, and training nodes).

(3) In a session, loop through the incoming data and inject data into the graph to train the model.
Set the number of epochs, batch size, learning rate, and other parameters.

(4) Examine the model by running inference on previously unknown data (using the same graph
from training) and evaluating the model’s accuracy using an appropriate metric.

4.3 Hyperparameter Lookup

Building deep learning models is an iterative, trial-and-error process. Determining the ideal
hyperparameter combination is difficult. Experimenting with the input hyperparameters to see how
they affect the results can help the designer find the best hyperparameters. Visualization can assist in
the speeding up of the process. The following experimental part demonstrates our implementation of
this aspect.

In this step, a neural network with the appropriate structure was formed, and an accuracy metric
was utilized to illustrate how effectively the network was learning the segmentation task [30]. However,
the evaluation accuracy was not as expected; so, the next step was to expand our search of the
parameter space. The number of epochs was modified to improve the accuracy score, and a few more
parameters were examined. These were as follows:

Learning rate: the initial rate;

Decay rate: the rate at which the initial learning rate deteriorates; for example, 1.0 signifies that
there is no degradation, 0.5 indicates halving the per-step rate of decline, and so forth; and

Decay steps: the number of steps that must be completed before the learning rate changes.

After run-back propagation, the learning rate is the frequency with which the weights are adjusted.
An excessively high learning rate usually results in changes in the weights due to unusually large
values, and the result may bounce around the correct answer rather than converge. The alterations
to the weights would be too small under an extremely slow learning rate, and it could take a long time
before we arrive at the solution. Using a variable or customizable learning rate is a common approach.
A higher learning rate was employed at the start of training; hence, major weight adjustments were
performed to reach a nearly workable solution. As the course progressed, we gradually lowered the
learning rate until we could focus on a solution. The three characteristics described above aided in
controlling the learning rate and the amount and frequency with which it changed [31,32].
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4.4 Evaluation Method

The average perpendicular distance (APD) is the distance between an automatically segmented
contour and the equivalent manually drawn by an expert; this was calculated and averaged across
all contour points in the evaluation. A large number indicates that the two outlines did not match
closely [33-36]. The APD is calculated in millimeters using the PixelSpacing DICOM field for spatial
resolution.

When we evaluated the accuracy, the evaluation considered exactly what we were computing. The
current accuracy statistic merely informed us of how many pixels we were successfully computing.
Thus, in Fig. 7, the model assessed the value of a pixel roughly 98% of the time for five epochs.
However, it can be seen from the photographs above that the LV region was usually relatively small
compared to the overall image size. This resulted in images known as class imbalance [37], in which
one class was significantly more likely than the other. In this situation, even if a network were just
created to output the result of not a left ventricle for every output pixel, the outcome would still be
95% accurate. Regardless, it would be a waste of time. This demonstrated that excellent segmentation
skill did not always indicate high pixel accuracy [38].
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Figure 7: Prediction result is high, but dice metric is zero

The paper calls for an accuracy score that indicates how successfully the CNN segments the left
ventricle, regardless of the asymmetry.
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The Dice measure, also known as the Sorensen-Dice coefficient, is a metric that can be used to
assess how well the network can segment LVs with greater precision. This statistic compares two
samples to see how similar they are. In this situation, it was utilized to contrast the two regions of
interest, the expertly annotated contour area, and the predicted contour area.

2A nl

Dice metric = .
An + AI

(€)

In Fig. 8, the Dice metric can only take a value of zero if there is no intersection between the
expected mask and the ground truth. This gives the numerator a value of 0 because 0 divided by
anything equals 0. The Dice values have a maximum of 1, indicating that the prediction is 99% accurate.
Because they are the same, we have the intersection equal to A or B (the prediction mask or the ground
truth). In Fig. 8, when we multiply them by two, we obtain twice the same value divided by two times
the same value, yielding a result of 1. This metric will more accurately compute the performance of
this model segmenting the left ventricle because the class imbalance [37] problem is negated. Since this
study attempted to determine how much area is contained in a particular contour, the pixels can be
counted to obtain the area.

Figure 8: Illustration of dice metric

4.5 Experimental Results

Visually monitoring and observing various metrics computed at various epochs, such as loss and
accuracy, help to track model progress during the training phase. When the training epoch was raised
to 40, there was a noticeable improvement in accuracy. In fact, the 98.3% accuracy was excellent.

A few additional variables were evaluated to improve the score for accuracy. These are as follows:
e Number epochs: 50;
e Decay rate: 0.73;
e Learning rate: 0.02;
e Decay steps: 10,000.

In Fig. 9, this model had a 99.7% accuracy rate and a Dice metric of over 94%.

According to Fig. 10, the contour of the prediction by GAP using FCN was smoother, and the
predicted results were nearly identical to the initial left ventricular location.

We compared our proposed model to models created by other authors in detail. Table 1 shows
that our model is superior to the other models.
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Table 1: Comparison with current methods on the sunnybrook LV public dataset

Method APD  Dice metric (% val)
Ours 1.93 94.48
FCN-8s[4] 5.41 92.92
U-Net [3§] 5.45 92.95
UNet ++4 [39] 5.29 93.17
AttenU-Net [40] 5.19 93.51
Ngo et al. [41] 10.51  92.70
Jolly [42] 2220 9323
Liu et al. [43] 1.97 88.00
Su et al. [44] 2.36 88.00
Samek et al. [3] 2.07 89.00
Su et al. [44] 2.22 89.00
Wijnh et al. [45] 2.28 89.00
Liu et al. [46] 2.32 86.30

Marak et al. [47] 3.00 86.00
O’Brien et al. [48]  2.72 81.00

5 Discussion and Conclusions

The purpose of this study was to create interpretable CNNs for left ventricle segmentation
(MRI) with a balance of accuracy and interpretability based on the interpretability of deep learning
approaches. This work differs from standard CNN designs in that explainable methods were supplied
for the premodeling analysis and the construction model, the hidden layer was investigated after
modeling and the experimental methods, and it provided an assessment method.

In the Sunnybrook Cardiac MR left ventricle dataset, the highest performing algorithms yielded
Dice scores of the endocardium between 0.90 and 0.94 [45,46]. We could create a model from scratch
that performed as well as the usual ImageNet transfer model. This model was simple and lightweight.
If the model was pruned and compressed, it would be suitable to use it to diagnose medical images on
mobile devices [49,50].

According to numerous developed learning systems, a system’s interpretability and the model’s
performance cannot be optimized simultaneously. Since many of the best-performing models are
systems that can be viewed in terms of the inputs and outputs in various visual identification
applications, CNNs have recently reached state-of-the-art levels [4-7], including stacked attention
and pyramid attention, for example. However, the existing methods often require many labeled
images for training. It is quite difficult to obtain many completely annotated photos for image
segmentation. For instance, in the ImageNet dataset, there are 14 million images with category labels
and 500,000 images with bounding boxes, whereas only 4460 images are pixel-level segmentation
results. It is very time-consuming to label the respective pixels in the training images. Some studies used
these existing methods to segment MRI images [5] by the transfer learning approach. Nevertheless,
the data collection of left ventricle images has only a few pixel-level segmented images; so, the
amount of data was small. The extreme right and massive parameters in the model easily cause
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overfitting. Even though the transfer learning method has achieved high accuracy, it introduces
many parameter redundancies to public datasets (e.g., ImageNet, COCONet). It is more difficult to
explain convincingly, and many seemingly meaningless model parameters and highly fitting judgment
results may be obtained [51,52]. Some research results suggest that attention modules do not provide
meaningful explanations and should not be treated as such [13]. Thus, attention approaches cannot
provide more trustworthy information. Their use in medical image analysis domains will be limited.
Data scientists are more interested in discovering the information the model has gleaned from the
images, leading to the ultimate decision.

Developing methods that explain what a model has learned is vital to any comprehensive strategy
to maximize clinical acceptance. Nevertheless, most of the Al interpretable research focuses on
explaining a black-box model that has already been constructed, i.e., post-modeling explainability
[15,16]. Ideally, however, we should avoid the black-box problem from the start by creating a model
that can be explained by design. An essential role has been performed by interactive visualization in
presenting insights into how deep learning models work [1 &]. Tensorflow and Pytorch provide effective
interactive visualization for comprehending deep learning models; however, most are restricted to
simple models and applications. Thus, their applicability is limited.

In this study, based on our upgraded visual deep learning GPU training system, using interpretable
CNNs with optimal size and parameters, we presented a novel strategy for autonomously segmenting
the left ventricle in a cardiac MRI. It would be ideal for use on smartphones and tablets. DIGITS
technologies made deep learning activities easier by showing performance and providing the features
of each CNN layer with enhanced real-time visualization. The model’s robustness is better reflected on
small datasets, and many existing large models are easily overfitted on small datasets. Some hospitals
collect data using their equipment, such as Siemens MR scanners, and create their own private datasets.
Modeling on MRI output from the same equipment produces more accurate results, but the sample
size is limited due to the small number of patients with left ventricular disease. Our method is ideal for
these hospitals to train models on their datasets without requiring a large investment. OQur proposed
method was feasible and efficient, the Dice metric reached 94.48%, and the accuracy rate reached
99.7%.
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