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ABSTRACT

This study aims to review the latest contributions in Arabic Optical Character Recognition (OCR) during the last
decade, which helps interested researchers know the existing techniques and extend or adapt them accordingly.
The study describes the characteristics of the Arabic language, different types of OCR systems, different stages of
the Arabic OCR system, the researcher’s contributions in each step, and the evaluation metrics for OCR. The study
reviews the existing datasets for the Arabic OCR and their characteristics. Additionally, this study implemented
some preprocessing and segmentation stages of Arabic OCR. The study compares the performance of the existing
methods in terms of recognition accuracy. In addition to researchers’ OCR methods, commercial and open-source
systems are used in the comparison. The Arabic language is morphologically rich and written cursive with dots
and diacritics above and under the characters. Most of the existing approaches in the literature were evaluated on
isolated characters or isolated words under a controlled environment, and few approaches were tested on page-
level scripts. Some comparative studies show that the accuracy of the existing Arabic OCR commercial systems is
low, under 75% for printed text, and further improvement is needed. Moreover, most of the current approaches are
offline OCR systems, and there is no remarkable contribution to online OCR systems.
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1 Introduction

Optical Character Recognition (OCR) detects and recognizes the printed and handwritten text
from an image and converts it to editable text. The editable version of the image is usually used for
further processing operations like indexing, searching, analyzing, and modification. The OCR has
many applications such as data entry [1], vehicle license plate recognition [2], postal address reading
[3], bank cheque reading [4], intelligent driving systems [5], and invoice reading [6]. The OCR systems
are either printed-based or handwritten-based OCRs. People have different writing styles; therefore,
recognizing handwritten scripts is more challenging than recognizing printed text and the expected
accuracy is low. There are online and offline OCR systems. The online OCR performs the recognition
result in real-time and only uses handwritten scripts. Most OCR approaches are designed to extract
the printed script from a single image document. However, few approaches are proposed for video-
based OCR.

Most of the existing Arabic OCR systems are either handcrafted or learned-based OCR systems.
Deep learned features showed superior results compared with handcrafted features during the last
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decade in terms of recognition accuracy and speed in many fields of image processing [7,8]. Deep
learned-based OCR systems use Convolutional Neural Networks (CNNs) and Recurrent Neural
Networks (RNN) for feature extraction and classification [9,10]. The CNN architecture consists of
a sequence of layers. The CNN layers include convolutional, max pooling, sampling, and a fully
connected layer. Arabic handcrafted OCR systems usually extract features from contour features [11],
statistical features [12], topological features [13], geometrical features [14], from feature descriptors
such as SIFT descriptor [15], Speeded Up Robust Features (SURF) [16] and Histograms of Oriented
Gradients (HOGs) descriptor [17].

Most of the existing OCR systems work on Latin, Japanese, Chinese, and Korean scripts [18].
Many authors mentioned that few efforts were made in Arabic OCR compared with Latin and English
scripts [19,20]. During the last decade, there has been dramatic advancement in the development of
Graphics Processing Units (GPUs). This significantly speeds up the computation time and allows
scientists to design deep CNNs that can extract and process more features. The Deep CNNs methods
achieved state-of-the-art results in many fields of computer vision and image processing. CNNs extract
features directly from raw pixels without any preprocessing operations, are invariant to object class
changes, handles inputs with high dimension, and have distinct features [21]. Tian et al. [22] proposed
OCR approach to recognize English characters from natural images. The method was inspired by the
success of using deep CNNs for object recognition. The architecture is based on the VGG16 CNN
model followed by a Bi-Directional Long Short-Term Memory (LSTM). The method achieved state-
of-the-art on ICDAR2013 and ICDAR2015 benchmarks. Ye et al. [23] developed an OCR approach
called TextFuseNet to recognize English texts with irregular shapes from natural scenes. The CNN
architecture uses the ResNet model to fuse and extract characters, words, and global text features. The
method achieved state-of-the-art on the following datasets: CTW-1500, ICDAR2015, ICDAR2013,
and Total-Text. Mackay et al. [24] proposed OCR to recognize real images that contain English
words. The approach is called Rotational You Only Look Once (R-YOLO). The system is based
on the YOLO4 CNN object detector architecture. Non-Maximum Suppression is used to eliminate
the redundant bounding boxes. The method detects text with arbitrary rotation angles. The method
results outperformed the state-of-the-art in the following datasets ICDAR2017-MLT, ICDAR2013,
ICDAR2015, and MSRA-TD500.

Each language has different writing structures and styles. The Arabic language is written cursive,
from right to left, and diacritics are used and can change the word meaning accordingly. Recognizing
Arabic script is more challenging than English script due to many facts [25–27]: the cursive nature
of the Arabic language, the high similarity between the Arabic letters, the Arabic language is very
rich morphologically, the diacritics in the Arabic language can change the word meaning. Most of
the existing Arabic OCR approaches in the literature are tested under a controlled environment with
some constraints, such as datasets with high-quality images, isolated characters, or isolated words, and
few OCRs were tested on a page-level script. Some approaches were used with specific font types and
sizes. Most of the existing Arabic OCR approaches ignore diacritics. According to an experiment [28]
that evaluated four well-known OCR systems, Sakhr, ABBYY, RDI, and Tesseract, the recognition
accuracies are 51.56%, 75.19%, 46.00%, and 48.61%, respectively (font type was Arabic transparent).
The experiments were conducted on the KAFD dataset, a page-level printed text dataset. Hegghammer
[29] evaluated the performance of Google Document AI and Tesseract OCR systems in English and
Arabic. The systems’ performance was lower in the Arabic language compared with English. Despite
the evaluated English dataset was challenging and included scripts from old books and different font
styles. In contrast, the Arabic dataset includes simple font styles and writings from the internet like
Wikipedia. The word recognition rates for Document AI and Tesseract are 85.8% and 65.2% for
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English scripts and 80.2% and 58.9% for Arabic scripts, respectively. The OCR for Arabic script is
still an unsolved problem for printed and handwritten scripts, especially for page-level scripts [28–30].

This study reviews the main contributions in Arabic optical character recognition during the last
decade.

The review will be useful for all readers interested in Arabic OCR: non-expert people can have
an overview of the Arabic OCR techniques. At the same time, the expert readers can extend the
existing methods and datasets or adapt them to their applications. The contributions of this article
are summarized as follows:

1. Explain the main characteristics of the Arabic language.

2. Report the main phases of the Arabic character recognition system, the different techniques
used to handle each stage, and the researchers’ contributions in each step.

3. Survey the used datasets for Arabic OCR and their characteristics.

4. Provide a comprehensive comparison between the existing Arabic OCR approaches and
software.

5. Describe the evaluation metrics for OCR.

6. Implement some preprocessing and segmentation techniques for Arabic OCR.

2 Literature Review
2.1 Printed and Handwritten OCR

Handwritten OCR converts symbols and characters written by natural hand to editable text. The
characters are written on paper or directly on a touch screen using a pen or fingers. Printed OCR takes
an image containing printed text as input and converts it into editable text. Recognizing handwritten
text is more challenging than recognizing printed text. People have diverse ways of writing, which
makes it difficult even for a human to recognize it.

Fig. 1 shows a sample of Arabic scripts. The handwritten script is usually written in cursive,
even in Latin scripts. Segmenting cursive scripts is more complicated than segmenting printed scripts
[31,32]. Handwritten character recognition has essential applications such as sorting postal mail,
processing handwritten forms, and processing bank checks [33]. The handwritten script has many
sizes, orientations, and resolutions compared with printed text, and there are no standard font sizes
and orientations.

Figure 1: Sample of handwritten and printed Arabic text

2.2 Online and Offline OCR
Online OCR is used with handwritten scripts. The word is recognized immediately in real-

time after it is written. Usually, a pen is used to write the text on a touch screen. The characters
are represented as a point in 2-D space. The time sequence of writing the characters (temporal
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information) could help segment the characters, especially for non-cursive characters [34]. Online OCR
is usually achieved higher accuracy than offline OCR because much information is captured during
the writing time, such as the direction of the stroke, speed, and order. In Offline OCR, the recognition
result does not appear immediately and needs some time, depending on the OCR speed. The Offline
OCR is used with handwritten and printed scripts [35].

2.3 Image and Video-Based OCR
In image-based OCR, the system receives a single image as input and outputs a single editable

text file. In the video-based OCR, the temporal information from different frames is used to recognize
the text [19,36]. The exact text appears in a sequence of frames; therefore, the text repetition boosts
the recognition accuracy. The same word could have many recognition results, and the result with
the highest probability is chosen. Fig. 2 shows three frames taken at different seconds, showing the
exact text.

Figure 2: Sample of a printed text at different video frames

3 Characteristics of the Arabic Language

The Arabic language is the official language in all Arab countries. According to World Bank
statistics [37], the population in Arab countries will be more than four hundred million people in 2020.
Muslims worldwide use the Arabic language to read the Holy Quran written in the Arabic language.
The Arabic alphabet is used in many other languages such as Persian, Pashto, Kurdish, Urdu, Punjabi,
Brahui, Baluchi, and Kashmiri. The Arabic language consists of twenty-eight letters in addition to
Hamza ( ). The Arabic letter shape is changed according to its location in the world. At most, there
are four shapes for each letter beginning, middle, end, and alone, as shown in Table 1. Dots are used
in the Arabic language and change the letter meaning according to their locations, as shown in Fig. 3.
Fig. 4 shows how the shape of the letter Ayan (“ ”) changes according to its location in the word.
Unlike Latin text, the Arabic language is written in a cursive way and from right to left direction, and
there are no capital and small letters. The cursive property makes it difficult to segment the Arabic
word into characters. The Arabic language has many diacritics that can change the word meaning
accordingly. Arab can understand the word meaning from the sentence context without writing the
word’s diacritics. Table 2 shows the main Arabic diacritics with their pronunciation. Table 3 shows
examples of how diacritics change the word meaning. The Arabic language has a rich and complex
morphological structure [25,26]. Table 4 shows some but not all variations of the root Katab ( ).
According to [27], recognizing Arabic script is more challenging than recognizing English script. The
Character Error Rate (CER) for Arabic is 3.3% vs. 1.1% for English. According to the authors, that is
due to the high similarity between Arabic characters, the Arabic language is written in a cursive way,
and it has many ligatures and a variety of Arabic fonts and styles.
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Table 1: List of Arabic characters

Arabic letter Alone Beginning Middle End

Alif
Ayn
Baa
Daad
Daal
Faa
Gaaf
Ghayn
Haa
Haaa
Hamza
Jiim
Kaaf
Laam
Miim
Nuun
Raa
Saad
Shiin
Siin
Taa
Taaa
Thaa
Thaaa
Thaal
Waaw
Xaa
Yaa
Zaay

Figure 3: Dots at different locations in the word

Figure 4: Ayn letter ( ) at different locations in the word
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Table 2: Arabic diacritics with their pronunciation

Name Diacritic Example Pronunciation

Fatha Ma
Kasra Me
Damma Mo
Tanween Fath Man
Tanween Kasr Men
Tanween Dam Mon
Sukun M
Shadda Mma

Table 3: Examples of how Arabic diacritics change the word meaning accordingly

The Arabic word The meaning Pronunciation

To calculate Ha-sa-ba
Assume Ha-se-ba
According to Ha-sab

Table 4: Some of the variations derived from the root Katab ( )

Transliteration Arabic word English meaning

Kataba Wrote
KitaAb Book
Makotuwb Written
Kateb Writer
Yakitob Write
Makotabaph library
Maktab Office
Maktabat libraries

4 Main Steps of the OCR System

The OCR system includes 4 stages: preprocessing, segmentation, feature extraction and classifi-
cation as shown in Fig. 5.

Figure 5: OCR main stages
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4.1 Preprocessing
The captured images could suffer from noise interference; therefore, preprocessing operations

are applied to the digital image to improve the image quality. Improving image quality is crucial,
primarily if this image is used for further processing, such as feature extraction, object recognition,
and action recognition. A comparative study [38] on four known OCR systems, Google Docs, ABBY
FineReader, Tesseract, and Transym, showed that basic image preprocessing operations such as
converting image color to grayscale, brightness, and contrast adjustment improved the recognition
accuracy of all systems up to 9%. Illumination adjustment includes brightness and contrast operations
to increase the object’s sharpness and show the contours clearly. Shen et al. [39] used preprocessing
to enhance the image quality for character recognition. The image contrast is adjusted using non-
linear transformation, then the image color is changed to a gray color, and a threshold is used to
filter pixels. The experiments proved that the preprocessing improves the recognition accuracy by 21%,
8%, and 2% for Hanwang, ABBY FineReader, and Tesseract OCR systems, respectively. Binarization
operation includes converting the color or grayscale image pixels to two colors, black and white.
Usually, a specific threshold is applied to classify pixels. The Binary image is easier to process due
to reducing the color range from three channels, each channel with 256 values to two values, and in
character recognition, the color of the character is not essential for character classification. Fig. 6
shows converting the colored image into grayscale and binary images.

Figure 6: Covering image color to grayscale and binary colors (using rgb2gray and im2bw MATLAB
functions)

Many techniques are applied to remove the noise in the image, such as statistical noise removal
and morphological operations. Morphological operations include removing, filling, dilation, erosion,
closing, and opening operations. Statistical operations like median filter reduce the noise by replacing
a set of neighbor pixels with their median pixel, as shown in Fig. 7. Removing operation replaces
1 s by 0 s, where the surrounding pixels are 0 s. The filling operation replaces 0 s by 1 s, where the
surrounding pixels are 1 s. Dilation is used to add pixels to the boundaries of the object. As a result,
the boundaries will become thicker, it will fill the small holes in the object, and the object will become
more visible. Erosion operation removes pixels from the object boundaries, and this could remove
isolated pixels that are not related to the crucial objects in the image (noise). The closing operation
performs a dilation operation with a specific kernel size followed by an erosion operation. The opening
operation performs an erosion operation with a specific kernel size followed by a dilation operation.
Opening and closing operations are combined to smooth the image contour lines and remove the
image’s small holes. Therefore, it removes the background objects and keeps the script in the image, as
shown in Fig. 8. Scanned images or images taken from a phone could suffer from the skew problem
and positioning the image in the correct direction enhances the recognition rate of the OCR system.
Malik et al. [32] and Ahmad et al. [40] proposed Arabic OCR that corrects the skewness in the input
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image reported that the skewness correction enhanced the character segmentation. In Fig. 9, Hough
Transform is applied to correct the image skewness. Thinning is used to reduce the number of pixels
to one pixel. As a result of the thinning operation, the skeleton of the text will remain, as shown in
Fig. 10. The character’s skeleton includes valuable information that can be used to distinguish the
character. The disadvantage of the thinning operation is losing character information by reducing the
number of pixels, and the shape of the skeleton could be different from the original character shape.
Alghamdi et al. [41] proposed thinning technique for Arabic text that preserves the dots above the
Arabic characters and the connectivity between characters. The background of the image contains
many noises and unnecessary features for OCR. Therefore removing the background and keeping
the script will improve the OCR recognition rate [42,43]. Fig. 11 shows that removing the background
eliminates many unwanted features for OCR and keeps the text-only. Nosseir et al. [44] proposed OCR
system to extract the numbers from Egyptian identity cards. The preprocessing operations include
image cropping, converting the image into grayscale color, color reversing, converting the image into
a black-white, and dilation operation. Talaat et al. [13] proposed an Arabic OCR approach based on
a set of preprocessing operations. The input image is converted to a black-white, the skew is corrected,
a set of morphological operations is applied: filling, bridging, removing, and dilation, and finally, the
image pixels are normalized by applying a median after. Figs. 6 to 11 show a sample of preprocessing
operations implemented using built-in MATLAB functions.

A- Original image B- After Binarization and applying the median filter.

Figure 7: Applying median filter (using im2bw and medfilt2 MATLAB functions)

Figure 8: The opening operation is followed by the closing operation to smooth a license plate (using
imopen and imclose MATLAB functions)
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Figure 9: Using hough transform in MATLAB for text skew detection & correction

Figure 10: Thinning morphological operation (using bwmorph MATLAB function)

Figure 11: Removing image background

4.2 Segmentation
The goal of this stage is to detect different words or characters in the script. Then, the features

of these words or characters are extracted and classified into various labels (classes). There are three
segmentation methods for the Arabic script, the segmentation-free method, the segmentation-based
method, and the segmentation-hybrid method. The segmentation-free method (holistic method) [11]
segments the script into words, and then a template matching technique is used to find the similarity
between these templates and the predefined dictionary templates. Template matching works well with
printed text, sensitive to font size and style [45]. The holistic method usually works with OCR systems
that recognize a limited number of words, like a set of cities’ names in a country. The segmentation-
based method (analytical approaches) segments the script into characters. The traditional way of the
analytical approach is to segment the script into lines, then segment the lines into words, and finally
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segment the words into characters. Some analytical approaches segment the script into characters
directly using the sliding windows with the template matching method. The analytical approach is
applicable to recognize most language words.

However, developing such systems needs more effort and processing time. The segmentation-
hybrid method segments the script into ligatures and characters. The ligature is a sequence of connected
characters that always come together. Fig. 12 shows an example of two Arabic ligatures. Each ligature
consists of two letters. Many approaches proposed Arabic OCR [46–48] based on ligature segmentation
instead of character segmentation. Ligature segmentation would be a suitable alternative, and it is used
instead of using character segmentation. However, the number of ligatures is large, and there is no way
to count them accurately. The incorrect segmentation will result in false recognition results. Usually,
the segmentation process passes through three stages: line, word, and character segmentation [49].
Segmenting the Arabic script is a challenging problem, and this is due to the cursive nature of the
Arabic language. One of the popular segmentation methods is using histogram projection. There are
two types of pixel projections. The horizontal project segments the script into lines, and the vertical
projection is used for words and character segmentation. The image is converted into greyscale color.
Then, the sum of pixel values at each row is calculated for horizontal projection, whereas in the
vertical projection, the sum of pixel values at each column is calculated. The horizontal projection
can segment the script into different lines, where the white color in the histogram represents the new
lines. In Fig. 13, the horizontal projection can detect the white spaces between the paragraph lines.
The red lines represent the segmentation point. In Fig. 14, the vertical projection can detect the white
spaces between the words. However, due to the cursive nature of Arabic, it is not easy to segment the
characters. MATLAB is used to implement the segmentation parts in Figs. 13 and 14. The sum of
pixels of each column in the image is calculated to find the vertical image histogram. Whereas the sum
of pixels of each row in the image is calculated to find the horizontal image histogram. It is clear from
the figures that the white areas between lines and words are shown with high intensity and can be
identified after thresholding pixels intensity. Kiaei et al. [50] proposed Arabic an OCR method based
on horizontal and vertical pixels projection. A template matching technique and the sliding window
were used to find the similarity between the template bank and the image part.

Figure 12: Examples of Arabic ligatures consist of two letters

Thinning and contour tracking are used to segment the Arabic script. Skeleton includes char-
acter strokes, the direction of strokes, extreme points, characters intersections, and characters’ dots
[51]. Segmenting the characters from the skeleton is easier than segmenting the original character
[48–52]. The contour has valuable information, the contour geometrical information is used to
recognize the character, or descriptors such as SIFT, HOG, and SURF are used to describe the
character features, especially the character corners and strokes. Osman et al. [53] proposed an Arabic
OCR approach that segments the Arabic script into words, and then thinning operation is applied.
Finally, the contours of the thinned words are tracked to identify the points where the contour switches
from horizontal to vertical and consider these points as segmentation points. Qaroush et al. [20]
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proposed an algorithm to segment Arabic text. The input is an image of Arabic line text (APTI dataset),
and the output is a set of images containing a single Arabic character. Image profile Project and the
Interquartile Range method segment the text line into words. Image profile Project, statistical and
topological information are used to segment words into characters. Elkhayati et al. [54] proposed an
approach to segment Handwritten Arabic characters based on morphological operations (erosion and
Dilation) and directed CNN architecture. The segmentation approach achieved 97.35% accuracy on
IFN/ENIT dataset.

Figure 13: Histogram of the horizontal projection

Figure 14: Histogram of the vertical projection

4.3 Feature Extraction
It represents the most critical stage in the OCR system. In this stage, the features of the segmented

parts are collected. The language characters have different features that distinguish characters from
each other. There are two types of features: Handcrafted features and learned features.

4.3.1 Handcrafted Features

Represent the features that a data scientist designs [55]. Scale-Invariant Feature Transform (SIFT)
descriptor is used widely in Arabic OCR. It is robust to image scaling and rotation. The key points
are detected using the Difference of Gaussians (DoG), and then each key point is described with a
128-dimensional descriptor. The descriptor includes information about the pixel’s gradient and the
magnitude of the gradient. Chergui et al. [56] used SIFT descriptor to train a model to classify words
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based on matching interest points descriptors. Twenty-five images from IFN/ENIT dataset are used to
train each class label. Zahedi et al. [57] and Stolyarenko et al. [58] proposed Arabic OCR based on SIFT
features and keypoint matching. Hassan et al. [59] used SIFT descriptor for feature extraction and bag-
of-words framework with SVM to classify features into different words’ labels. Histograms of Oriented
Gradients (HOGs) [60] descriptor divides the image into small regions and then calculates each region’s
gradient and orientation. HOG is used in some Arabic OCRs. Jebril et al. [17] used HOG to build an
Arabic OCR system to recognize handwritten Jordanian cities’ names. The system performance was
evaluated on 13,000 images and achieved a 99% recognition rate. Khaissidi et al. [61] used HOG to
detect and describe features of handwritten scripts from the Ibn Sina dataset. The system achieved
a 68.4% recognition rate. Speeded-Up Robust Feature (SURF) descriptor [62] is three times faster
than SIFT. SURF uses the Hessian matrix to locate the interest points. Then, each interest point is
divided into sub-regions. Haar wavelet is taken from each sub-region to represent the SURF descriptor.
Alsimry et al. [63] proposed an Arabic OCR system to find duplicate words in the image. SURF
descriptor is used to extract the features, and the Euclidean Distance is used to find the similarity
between different words.

Bagasi et al. [64] proposed Arabic image retrieval system based on image content. SURF and
Binary Robust Invariant Scalable Keypoints (BRISK) [65] descriptors extract and describe image
features. Hamming distance is used to find the similarity between the descriptors of the stored image
with newly tested mages. Torki et al. [66] performed a comparative study on the performance of
handcrafted descriptors on Arabic OCR. The experiments show that SIFT outperformed SUFR and
HOG descriptors in recognition Rate. SIFT achieved 94.28%, whereas HOG and SURF achieved
90.46% and 7.21% recognition rates. The geometrical and statistical features were used to extract
character features in many Arabic OCR approaches [14,67,68]. Geometrical features include height
and width of the character, distances, and area calculation. At the same time, statistical features include
the number of white and black pixels, the number of transitions for horizontal and vertical pixels, pixel
density, and probability distribution. Zernike moments, Legendre moments, and Fourier descriptors
represent statistical features. They were used by many Arabic OCR systems [69–71]. Zoning is used to
extract features by dividing the image into regions of equal sizes horizontally and vertically, and then
the regions with the black pixels are used as a feature by calculating the sum of pixels intensities at
each zone [72,73].

4.3.2 Learned Features

During the last decade, Convolutional Neural Networks (CNNs) features [74–77] achieved state-
of-the-art results in object detection compared with handcrafted features. The deep network includes
many layers. The number of layers exceeds 100 layers for the very deep CNN architectures. Each layer
convolves a set of filters on the image pixels, as in Fig. 15. Many popular CNNs architectures such
as DenseNet, AlexNet, VGGNet, MobileNet, SqueezeNet, ResNet, and GoogLeNet can be trained
on a dataset of images to detect custom objects like language characters. Radwan et al. [78] proposed
an Arabic OCR approach based on three neural networks. The first neural network is to detect the
font size, and then the script is modified to an 18 pt font size. The second network segments the
words into characters. Finally, the third convolutional network is used to recognize the characters.
The CNN consists of two convolutional layers and two max pooling layers. The max pooling kernel
size is 2 × 2. The first and the second ConvNets have the same structure. Each ConvNet includes 64
filters with a 3 × 3 kernel size. The last layer consists of a fully connected layer with a dropout of 25%
of the nodes. Ahmed et al. [9] proposed CNN architecture for printed Arabic OCR. The input image
is converted to a grayscale image, and then it is resized to 50 × 50 pixels. The network includes two
convolutional layers (3 × 3 kernel size), and a stride value is 2, each one followed by a max pooling
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layer and one fully connected layer. Butt et al. [10] proposed a video text recognition approach for
the Arabic language. It is based on CNN with Recurrent Neural Networks (RNN). The convolutional
layers are similar to VGG architecture [79]. Elleuch et al. [80] proposed an OCR approach based on
CNN and Support Vector Machine (SVM). The CNN includes two convolutional layers and two sub-
sampling (4 × 4 kernel size) layers. The first ConvNet contains six filters (5 × 5 kernel size), and the
second ConvNet includes 12 filters (8 × 8 kernel size). The last layer includes a fully connected layer
with a dropout of 50% of the nodes. The output from the last layer represents the last features that
are input into the SVM classifier. Mustafa et al. [81] proposed CNN architecture for handwritten
Arabic OCR. The architecture includes four convolutional layers, two max pooling layers, and a fully
connected layer with a dropout of 20% of the nodes. Naz et al. [82] proposed Pashto ligature (sub-
word) OCR approach. The approach achieved 99.31% using the DenseNet CNN architecture. They
used the FAST-NU dataset of Pashto ligatures to evaluate the approach accuracy. Sokar et al. [83]
proposed Arabic OCR based on Siamese CNN architecture. The Architecture includes two CNNs
with a similar design. The CNN architecture contains two convolutional layers. The first ConvNet
contains 100 filters (5 × 5 kernel size), and the second ConvNet includes 150 filters (5 × 5 kernel size).
Each ConvNet is followed by a max pooling layer (2 × 2 kernel size). The architecture of the last layer
is a fully connected layer. It reported that the architecture is robust to noise and can be applied to any
new dataset without retraining the CNN on the new dataset. Ashiquzzaman et al. [84] proposed CNN
to recognize handwritten Arabic numbers. The CNN architecture contains two convolutional layers.
The first ConvNet contains 30 filters (5 × 5 kernel size), and the second ConvNet includes 15 filters
(3 × 3 kernel size). Each ConvNet is followed by a max pooling layer (2 × 2 kernel size). The last layer
is a fully connected layer with a drop out of 15% of neurons.

Figure 15: A sample of deep learning architecture: the input is an image of 1 × 128 × 128 dimensions.
The first ConvNet contains 24 filters (3 × 3 kernel size), and the second ConvNet includes 20 filters
(3 × 3 kernel size). Each ConvNet is followed by a max pooling layer (2 × 2 kernel size). The last two
layers are fully connected layers

4.4 Feature Classification
The extracted features from the Arabic script represent valuable information and are used to

distinguish characters and words from each other. The feature classification is the last stage in the
OCR system and is used to identify the character’s label or class based on the collected features.

4.4.1 Template Matching

The simplest way to classify characters is using template matching between the testing sample
with an unknown class label and the dataset with a known class label. It is used when there is a
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limited number of words in the dataset, such as signages, cities, and numbers. Hamming distance
[64], Euclidean distance [63,85], Cosines and scalar product [86], and Normalized Cross-Correlation
(NCC) [87] were used to find the similarity between templates in many Arabic OCR approaches.
Farhat et al. [88] segmented the image of the Qatari Plate into characters, then each character image
is divided into four zones, and finally, template matching is used to recognize the character label.
Nosseir et al. [44] extracted SURF features from the Egyptian ID Cards, then template matching
is used to classify the characters. Hairuman et al. [89] used template matching to recognize signage
images. The disadvantages of template matching are that the templates of each character must be
stored in the memory. It has low accuracy compared with other classification approaches. Finally, it is
sensitive to image noise and could fail if there is a variation with input image scaling and rotation [90].

4.4.2 Naïve Bayes Classifiers

It is based on the Bayes probability theorem. It calculates the probability of the class label
using previously known probabilities about the event. Bayes classifier assumes that all features are
independent and have no relations between them. Eq. (1) shows the formula of the Bayes theorem.
Abdalkafor et al. [91] proposed a handwritten Arabic OCR approach, the character’s image is divided
into 3 × 3 zones for feature extraction, and then Naïve Bayes is used for classification. The approach
was evaluated on the CENPARMI dataset and achieved a 97.05% recognition rate. Saeed et al. [92]
proposed Arabic OCR to classify cities name, the Maximally Stable Extremal Regions (MSERs) were
used for extracting features, and Naïve Bayes with support vector machine (SVM) were used for
classification. The method achieved a 92.64% recognition rate on IFN/ENIT dataset. Jayech et al. [93]
used Bayesian Network to classify segmented handwritten Arabic characters. The approach was
evaluated on IFN/ENIT and achieved an 82% recognition rate.

P (Y |X) = P(X |Y)P (Y)

P (X)
(1)

X = {x1, x2, . . . , xn} set of feature set.

Y = {y1, y2, . . . , yn} set of class label set.

4.4.3 Support Vector Machine (SVM)

It is one of the most successful and used classifiers in many machine learning applications. It
plots the data features in n-dimensional space and then finds the line or the plane that differentiates
classes from each other, as shown in Fig. 16. The LIBSVM tool [94] is a free library that implements
most SVM techniques and supports many programming languages. Elleuch et al. [95] proposed Arabic
handwritten OCR based on Gabor filter for features extraction and one-against-all RBF kernel SVM
for classification. The rate of classification error is 11.23% on the HACDB database. Yamina et al. [12]
proposed Arabic printed OCR-based fifty-six statistical features extracted from the image, and one-
against-all SVM is used for multi-class classifications. The approach was evaluated on a private dataset
of 7623 characters and achieved a 95.03% accuracy rate. Elzobi et al. [96] classified Gabor transform
features using the SVM classifier. The recognition rate is 74% on a set of 5436 Arabic characters from
the IESK-arDB dataset.
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Figure 16: Illustration of the support vector machine classification: a set of classes are represented by
different colors and are linearly separable

4.4.4 SoftMax
Artificial Neural Networks are used for feature extraction and classification simultaneously. The

SoftMax classifier represents the last layer in the CNN architecture. SoftMax classifier is used to
normalize the vector values from the output of the neural network between 0 and 1. The normalized
value represents a probability for each class label. Eq. (2) shows the formula of the SoftMax function.
SoftMax gave superior results during the last decade compared with other feature extractors and
classifiers [81,97]. Sokar et al. [83] compared the performance of using three classifiers, SVM, KNN,
and SoftMax, to classify license plate characters. They reported that the recognition rates were 95.6%,
95.67%, and 98.0% for SVM, KNN, and SoftMax classifiers, respectively.

σ
(→

x
)

i
= exi∑n

j=1e
xj

(2)

x Input vector

σ
(→

x
)

i
SoftMax value for i-th element of the vector x

exi Exponential value for i-th element of the vector x

n Number of classes∑n

j=1 exj Total of exponential values for all elements of the vector x

4.4.5 Hidden Markov Model (HMM)

It is a statistical model introduced in the late 1960s and is still used in many applications such as
OCR, face recognition, and speech recognition gesture recognition [98]. The model includes a set of
states, and each state has a probability. The transition between states is based on transition probability,
and the transition from one state to another is called the Markov process [99]. The HMM classifier is
used by many Arabic OCR approaches, such as [100–103].

4.4.6 K-Nearest Neighbor (KNN)

It checks the closest K neighbors around the object and then assigns the object to the class
with the majority votes. If K = 1, and then the object class is like the class of its nearest neighbor, K
should be an odd number. Usually, Euclidean distance is used to measure the distance between points.
Darwish et al. [104] proposed a printed Arabic OCR approach based on the second-order statistics and
Fuzzy KNN used for classification. Kessab et al. [105] proposed OCR for Arabic numbers recognition
based on zoning for features extraction and KNN and HMM for classification. Fig. 17 shows how the
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KNN checks the k-th nearest neighbors of the blue object (nearest neighbor surrounding by a blue
circle) extraction and KNN and HMM for classification.

Figure 17: Illustration of the K-Nearest Neighbor classification: the figure shows two classes. A red
triangle represents the first class, and a green circle represents the second class. The blue diamond
represents a new data point, and the points inside the circle are used to predict the class for that point

4.4.7 Random Forest Tree (RFT)

The decision tree classifier is sensitive to the order of features inside the dataset. Changing the
order of inserted features into the decision tree will build different decision trees; each one could have
a different classification result. RFT solved this problem by randomly sampling the original dataset to
generate different datasets. A decision tree is built for each generated dataset, and majority voting is
used to choose the final class label [106], as shown in Fig. 18. Hassanien et al. [107] extracted statistical
features based on the character shapes, then two classifiers are used for recognizing isolated Arabic
characters, KNN and RFT. According to the authors, RFT recognition accuracy outperformed KNN
by 11%. Sahlol et al. [108] used RFT to classify Arabic handwritten features. The extracted features
are based on gradient, zoning, and Number of Holes. The approach was evaluated on the CENPRMI
dataset and achieved a 91.66% recognition rate.

Figure 18: Illustration of the Random Forest Tree (RFT) classification. Three datasets are generated by
randomly sampling the original dataset. Each dataset is used to build a separate decision tree classifier.
The different decision trees vote to decide the final class label
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4.5 Postprocessing
The Arabic language has many letters with similar shapes. Samples of characters with similar

shapes are shown in Table 5. This problem can be solved by developing techniques to correct the words
that have wrong recognition results after the classification stage. Bassil et al. [109] proposed an OCR
post-processing algorithm based on google search engine suggestions to correct the spelling of the
OCR false classified words. Doush et al. [110] developed an Arabic post-processing technique based
on statistics and rule-based models. They reported that the model reduced the word error rate by 5%
[111]. Reported that using the spell checker of both Microsoft word processor and google website
corrected 49% of the falsely classified words.

Table 5: Sample of some Arabic letters with similar shapes

Group 1 “ ”“ ”,“ ”, and “ ”
Group 2 “ ” and “ ”,
Group 3 “ ” and “ ”
Group 4 “ ”, “ ”, and “ ”
Group 5 “ ” and “ ”
Group 6 “ ”, “ ” and “ ”
Group 7 “ ” and “ ”
Group 8 “ ”, “ ” and “ ”

5 Arabic OCR Datasets

The APTI dataset was developed in 2009 [112]. It represents a Large-scale printed Arabic dataset
for OCR evaluation. The dataset contains 45,313,600 images. Each image contains one Arabic word,
with about 250 million Arabic characters. The dataset is synthetic and generated from a distinct
113,284 words. It includes ten font types, ten font sizes (6 pt–24 pt), and four font styles. The dataset
is divided into five sets. Set number 5 is used for testing, and the other sets are used for training.
The author publicly published the first four sets. Fig. 19 shows a sample of 15 images from the APTI
dataset. The dataset is available at https://diuf.unifr.ch/main/diva/APTI/download.html.

Figure 19: Sample pictures from the APTI dataset

The MMAC is a printed Arabic text dataset developed in 2010 [113]. The number of unique words
and PAWS are 282,593 and 66,725, respectively. The number of images is increased by a factor of three
by skewing and adding noise to the images. The dataset was collected from old books, Arabic research,

https://diuf.unifr.ch/main/diva/APTI/download.html
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and the Holy Quran. Fig. 20 shows sample images from the MMAC dataset. The dataset is available
at http://www.ashrafraouf.com/mmac.

Figure 20: Sample picture from the MMAC dataset

The HACDB is an Arabic handwritten dataset [114]. Fifty writers collected it from ages 14 and
50. Each writer writes 132 shapes of characters. The shapes represent the way of writing the Arabic
characters at different locations in the word (beginning, middle, end, and isolated). The total number
of characters is 6,600. Fig. 21 shows sample images from the HACDB dataset.

Figure 21: Sample picture from the HACDB dataset

The AcTiV is a video-based OCR dataset [115]. It includes 80 videos (850,000 frames) collected
from four news Arabic channels: Aljazeera, France 24, Russia Today, and EI Wataniya. The dataset
includes texts with different sizes, colors, positions, and fonts. Additionally, the background is complex
and has many objects with shapes like Arabic characters. Fig. 22 shows sample images from the AcTiV
dataset.

Figure 22: Sample picture from the AcTiV dataset

The Hijja dataset represents a handwritten Arabic dataset developed in 2020 [116]. 591 children
write it under 12 from Riyadh, Saudi Arabia. The dataset contains 47,434 characters that can be used
with real-life applications to teach children spelling and handwriting skills. The author reported that
the dataset is complex, and it is challenging to train a model to fit the data. Fig. 23 shows sample
images from the Hijja dataset. The dataset is available at https://github.com/israksu/Hijja2.

The KAFD dataset was developed by king Fahd University and Qassim University in 2014 [117].
It includes 15,068 images and 2,576,024 lines of printed text. Images have different resolutions 100 dpi,

http://www.ashrafraouf.com/mmac
https://github.com/israksu/Hijja2
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200 dpi, 300 dpi, and 600 dpi. The dataset includes four different Arabic fonts, ten font sizes ranging
from 8 to 24 points, and four font styles; Normal, Bold, Italic, and Bold Italic. The dataset images are
divided into training, testing, and validation. A sample picture from the dataset is shown in Fig. 24.
The dataset is available at http://kafd.ideas2serve.net/.

Figure 23: Sample picture from the Hijja dataset

Figure 24: Sample picture from the KAFD dataset

http://kafd.ideas2serve.net/
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The KHATT is a handwritten text dataset developed in 2013 [118]. The dataset contains one
thousand forms written by one thousand different writers. The dataset includes two thousand
paragraphs with 9,327 lines taken from forty-six sources. It includes three image resolutions 200 dpi,
300 dpi, and 600 dpi. Seventy percent of the dataset is used for training, 15% for testing, and 15% for
validation. Fig. 25 shows a sample of three images from the KHATT dataset. The dataset is available
at http://khatt.ideas2serve.net/KHATTDownload.php.

Figure 25: Sample pictures from the KHATT dataset

The IFN/ENIT database is one of the oldest handwritten text datasets developed in 2002 [119].
The database includes 2,200 images with 300 dpi resolution for Tunisian cities, the images contain
26,459 words, and the total of Arabic characters is 212,211. The dataset achieved the highest number
of citations (640) compared with the existing Arabic OCR database. Fig. 26 shows a sample of three
images from the dataset. The dataset is available at http://www.ifnenit.com/.

Figure 26: (Continued)

http://khatt.ideas2serve.net/KHATTDownload.php
http://www.ifnenit.com/
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Figure 26: Sample pictures from IFN/ENIT dataset

The Yarmouk Arabic OCR dataset is a printed Arabic text dataset developed in 2018 [120]. It
includes 8,994 images with 300 dpi resolution. The images contain 436,921 words extracted from
the Wikipedia website. Fig. 27 shows a sample image from the dataset. The dataset is available
at https://drive.google.com/drive/folders/0B4Kx3iMuktgsdC12Ui1neklnMzQ?resourcekey=0-dX3
YkFT4xArRrT81wQ2wSw.

Figure 27: Sample picture from Yarmouk dataset

The APTID/MF is a printed Arabic text dataset developed in 2013 [69]. It includes 1,845 images
with 300 dpi resolution. The images contain 27,402 characters. The images are taken from 387 pages
of Arabic documents. The images include ten font types, two font styles (normal and bold), and four

https://drive.google.com/drive/folders/0B4Kx3iMuktgsdC12Ui1neklnMzQ?resourcekey=0-dX3YkFT4xArRrT81wQ2wSw
https://drive.google.com/drive/folders/0B4Kx3iMuktgsdC12Ui1neklnMzQ?resourcekey=0-dX3YkFT4xArRrT81wQ2wSw
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font sizes (12 pt, 14 pt, 16 pt, and 18 pt). Fig. 28 shows a sample of three images from the dataset. The
dataset is available upon request.

Figure 28: Sample pictures from APTID/MF dataset

The ARABASE dataset is a printed and handwritten Arabic text dataset developed in 2005 [121].
More than 400 writers wrote handwritten images, most of them from Tunisia. The printed text was
obtained from daily newspapers and the book published by the Tunisian national library on the
internet. The image’s resolution ranged from 200 dpi to 600 dpi. Fig. 29 shows a sample of two images
from the dataset. The dataset is available upon request.

Figure 29: Sample pictures from the ARABASE dataset

6 Recent Arabic OCR Techniques

This section summarizes the techniques and dataset proposed for Arabic OCR during the last
decade. Initially, Google Scholar was used to find related articles. A broad set of keywords were
used to identify the list of related articles. The used articles are peer-reviewed and have an excellent
citation number. The selected articles are relevant to the Arabic OCR, and the methodology of the
proposed approaches and datasets were clearly described. In addition to the Google Scholar database,
the snowball method was used to find related articles using references from some relevant articles. The
search stage includes the following terms: Arabic OCR, Arabic optical character recognition, Arabic
OCR dataset, Arabic OCR Database, handwritten Arabic characters, printed Arabic recognition, CNN
Arabic OCR, Handcrafted Arabic OCR, and deep learning Arabic OCR.

Rosenberg et al. [15] proposed OCR called SOCR to recognize printed Arabic text. The approach
used sliding window techniques with SIFT descriptor to segment a line of Arabic text into paws and
letters. In addition to SIFT, a set of features are extracted: Mass Center, Black color Histogram,
Crosshair, Ratio, and Outline Features. The extracted features are classified using Hidden Markov
Model (HMM). The authors reported that the training set is small compared with previous methods.
The approach evaluated the PATS dataset and outperformed the PATS [119] results on five out of
eight fonts. Additionally, the approach evaluated six font sizes (6, 8, 10, 12, 18, 204) of the set4 of the
APTI dataset and achieved a 99.6%-character recognition rate.
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Sabbour et al. [11] proposed a Printed Arabic OCR approach called Naboc. It was trained to
recognize two types of fonts: Arabic Naskh and Urdu Nastaleeq. A dataset called UPTI was created
for Printed Urdu Text. The system’s main steps are to segment the page script into lines. After that,
the lines are segmented into ligatures. A descriptor is used to describe the features of ligatures. Finally,
classify the ligatures into a predefined class label. Contour pixels’ intensity and Shape Context are used
to describe the ligatures. K-Nearest Neighbor is used for classification. The recognition error rate for
Arabic ligature is 16.1%, whereas Tesseract’s error rate is 16.2%.

Talaat et al. [13] used preprocessing operations to enhance image quality. The preprocessing
operation includes Binarization, Slant Correction, Normalization, Statistical Noise removal, and
Morphological operations (filling, Dilation Bridging). The extracted features include Lower and
Upper image profiles, Vertical and Horizontal profiles, connected components, and Topological
features—Neural Networks (NNs) area used for classification. The input vector for NNs is 133
elements, whereas the output is 28 neurons (number of Arabic letters). The approach achieved 88%
accuracy on the CENPRMI dataset. Characters ( and ) achieved low accuracy rates (61% and 66%).

Hafiz et al. [122] performed preprocessing operations: binarized, slant removal resizing, and
dilation to improve image quality. For feature extraction, the images are divided vertically into 6-pixel
widths. Then, Images are manually segmented into paw images. The following features are extracted:
foreground color density, the transition of white and black pixels, the sum of pixels in a vertical column,
and concavity features. A combination of HMMS and K-NN is used for classification. The approach
achieved 82.67%, 86%, and 94% on splits A, B, and C of the IFN/ENIT database.

El-Sawy et al. [123] developed CNNs to recognize isolated handwritten Arabic letters. The CNN
architecture contains two Conv2D and two max pooling with Relu Activation, a fully connected layer,
and SoftMax Activation. The input is an image of 32 × 32 pixels, and the output is a fully connected
layer with 28 numbers, representing the probabilities for 28 Arabic letters. The approach achieved
94.9% accuracy on a private dataset.

The OpenITI team developed OCR for printed classical Arabic scripts collected from the old book
“Ibn al-Faqı̄h’s Kitāb al-Buldān [124].” The approach is based on a customized Kraken open-source
OCR software. The overall recognition rate of the method is 97.56%.

Mudhsh et al. [125] proposed deep CNNs to recognize handwritten characters. The Alphanumeric
method is based on the VGGNet architecture. The number of filters was reduced by 8, reducing
the time complexity to run the VGGNet. The approach achieved 97.32% and 99.66% accuracies on
HACDB and ADBase datasets.

Nashwan et al. [67] proposed a holistic Arabic OCR. The whole world is recognized without the
need to segment it into letters. Compared with previous works, the approach used many vocabularies
and reduced the recognition time. Clustering techniques cluster similar words’ shapes to reduce the
recognition time. Two features are extracted: Discrete Cosine Transform (DCT) and local block
features. Then the features are clustered, and Euclidean distance is used to find the best possible
matched word. The accuracy of evaluating the approach on 3465 words is 84.8%.

Doush et al. [110] reported that their proposed approach represents the first end-to-end Arabic
post-processing approach. For many Arabic OCR systems, the OCR output does not match the ground
truth text for some characters due to high similarity between Arabic characters. Therefore, the author
proposed using post-processing to correct the word spelling. The method is based on: Language Model
(LM) to check whether the word is correct or not, the Error Model (EM), and Google to correct the
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wrong words. The proposed approach reduced the error rate from 14.95 to 14.42. the approach was
evaluated on a dataset of 500 images.

Radwan et al. [78] developed an OCR system to recognize printed Arabic words. The architecture
is based on three CNNs. The CNNs were used for three tasks: font size detection, character
segmentation, and character recognition. The authors reported that OCR accuracy is 94.38% on APTI
synthetic dataset.

Darwish et al. [104] developed printed Arabic OCR. The approach performed preprocessing
operations: converting image into grayscale, median filter, morphological operations, correct rotation,
and image resizing. Gray Level Co-Occurrence Matrix (GLCM) was used for feature extraction. A
genetic algorithm was used to choose the best features and reduced the running time by two. K-Nearest
Neighbor classifier is used for classification. The approach was evaluated on PATS-A01 (650 images)
and APTI (550 images) datasets and achieved 98.69% and 95.37% recognition rates, respectively.

Fasha et al. [126] proposed a hybrid OCR approach for printed Arabic text. The approach
includes five CNNs layers followed by Bi-Directional Short LSTM. The CNN architecture includes
five Conv2D layers with Relu for activation and five max pooling layers. The output from the CNN
is passed to Bi-Directional LSTM (BDLSTM). The BDLSTM consists of two layers of LSTM. Each
layer contains two cells, and each cell has 256 hidden units. The approach was evaluated on the APTI
dataset and a chevied 85.15%-character recognition rate and 76.3%-word recognition rate.

Shams et al. [127] proposed OCR for handwritten Arabic text. The Proposed CNNs architecture
consists of three convolutional layers and three max pooling layers to recognize handwritten Arabic
isolated characters. CNNs extract features, dropout operation, is applied to reduce the running time,
and SVM is used to classify the features into 28 classes (number of Arabic letters). The approach
achieved 95.07% accuracy.

Altwaijry et al. [116] proposed CNNs architecture to recognize isolated handwritten Arabic
characters. The CNNs include three Conv2D layers, each followed by ReLU activation and max
pooling. The output is flattened into a fully connected layer followed by two fully connected layers
with an 80% dropout rate. The approach was evaluated on AHCD and Hijja datasets and achieved
97% and 88% recognition rates.

Balaha et al. [21] proposed 14 different CNNs architectures for handwritten Arabic OCR. The
proposed architecture includes three Conv2D layers and three max pooling layers. The difference
between the different architectures is in the number of filters and the fully connected layers. Addition-
ally, combinations of VGG16, VGG19, and MobileNetV2 are evaluated. The accuracy of the proposed
CNN-5 architecture is 91.96% on the HMBD dataset, and it requires less memory and processing time
compared with VGG16, which achieved 92.74%.

Ahmed et al. [128] proposed CNNs architecture that includes 9 Conv2D layers with 3 × 3 kernels
and five max-pooling layers with 2 × 2 kernels. Batch normalization is used after each Conv2D layer.
Dropout with rates from 0.1 to 0.4 is used after each max pooling layer. The tensor flattens by a fully
connected layer followed by another fully connected layer. The authors reported that the proposed
method achieved a super result (99.94%) compared with VGGNet-19.

Jbrail et al. [129] developed four CNNs architectures to recognize isolated handwritten Arabic
characters. The architectures use a different number of layers (3, 9, 13 layers). Different activations
functions (Relu and Softmax) and optimizations (Gradient descent and Adam). It includes a deep
neural network with nine hidden layers. The layers contain Conv2D with 3 × 3 kernel and max pooling
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with 3 × 3 kernel with Relu and SoftMax activation. The approach achieved 99.3% accuracy on the
Hijja dataset.

Table 6 summarizes the mentioned above Arabic OCR approaches and Table 7 summarizes the
Arabic datasets. The citations column is obtained in May 2022 from Google Scholar. In the last
two rows of Table 6, ABBYY FineReader Engine and Tesseract open-source library were used in
MATLAB and evaluated on a sample of 1,000 images from the APTI dataset.

Table 6: Summary of some Arabic character recognition technique (2012–2022)

Ref. Year Method description Online/
Offline

Dataset Handcrafted/
Learned
features

Accuracy Citations Printed/
Handwritten

[15] 2012 The approach is based on SIFT
descriptor for features extraction
and description, and HMMs are
used for the classification stage.

Offline PATS and
APTI

Handcrafted 98.87%–
100%

17 Printed

[11] 2013 The contour features are extracted
and then described using the Shape
Context descriptor. Features are
classified using K-Nearest
Neighbor.

Offline Private 20,000
ligatures

Handcrafted 86% 105 Printed

[13] 2014 Recognizing isolated handwritten
Arabic characters. Preprocessing
operations are performed.
Extracting statistical and
topological features. Classification
using Neural Networks.

Offline CENPRMI
dataset
(includes
11620
characters)

Handcrafted 88% 22 Handwritten

[122] 2016 A set of preprocessing operations
are performed to enhance image
quality. A set of statistical and
topological features was extracted.
HMMs and KNN are used for
classification.

Offline IFN/ENIT
database

Handcrafted 86.0%
(Average of
A, B and C
splits)

6 Handwritten

[123] 2017 Recognizing isolated handwritten
Arabic characters. The approach is
based on a CNNs architecture.

Offline Private 16800
images

deep learned 94.9% 154 Handwritten

[124] 2017 Developed by Benjamin
Kiessling et al. from Leipzig
University. The open-source
Kraken library is trained to
recognize historical Arabic books.
It is designed based on
Convolutional Neural Networks.

Offline Gold
Standard-
Book: Ibn
al-Faqı̄h’s
Kitāb
al-Buldān

deep learned 97.56% 19 Printed

[125] 2017 CNN architecture based on
VGGNet. The VGGNet filers were
reduced by a factor of eight to
reduce the time complexity.

Offline HACDB,
ADBase

Handcrafted 97.32%,
99.66%

34 Handwritten

[67] 2018 A holistic Arabic word recognition
method based on Discrete Cosine
Transform (DCT) and local block
features. The features are clustered,
and Euclidean distance is used to
find the best possible matched
word.

Offline Private around
356,000 words

Handcrafted 84.8% 21 Printed

[110] 2018 Post-processing systems called
rule-based and hybrid systems are
used to improve OCR accuracy.

Offline Private 9000
images

Handcrafted 85.5% 16 Printed

(Continued)
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Table 6 (continued)
Ref. Year Method description Online/

Offline
Dataset Handcrafted/

Learned
features

Accuracy Citations Printed/
Handwritten

[78] 2018 Used multiple Convolutional
Neural Networks for character
segmentation and recognition.

Offline APTI deep learned 94.38% 17 Printed

[104] 2020 The second-order statistics are
used for feature extraction, and the
Genetic Algorithm is used for
feature selection. K-Nearest
Neighbor classifier is used for
classification.

PATS-A01
(650 images)
and APTI (550
images)

Handcrafted 98.69% and
95.37%

4 Printed

[126] 2020 Hybrid DCNN to recognize
printed Arabic Text. the
architecture includes five layers of
CNNS followed by Bi-Directional
Short LSTM.

Offline APTI deep learned 76.3% 3 Printed

[127] 2020 CNNs architecture is used to
extract the features and SVM is
used for classification.

Offline [123] deep learned 95.07% 11 Handwritten

[116] 2021 Deep CNNs architecture to
recognize isolated handwritten
Arabic characters.

Offline AHCD, Hijja deep learned 97%, 88% 81 Handwritten

[21] 2021 Proposed 14 different deep CNNs
architectures for handwritten
Arabic OCR. Additionally,
combinations of VGG16, VGG19,
AND MobileNetV2 are evaluated.

Offline HMBD deep learned 92.88% 8 Handwritten

[128] 2021 Several sacked CNNs are used to
design Arabic OCR to recognize
numbers, characters, and words.
Achieved superior results
compared with VGG-19 net on
MNIST.

Offline HACDB deep learned 99.91% 23 Handwritten

[129] 2022 Four deep CNNs architectures
were proposed. The architectures
use different layers, activation
functions, and optimization
techniques.

Offline Hijja dataset deep learned 99.3% 1 Handwritten

[130] 2022 ABBYY (commercial). Online/
Offline

APTI dataset - 74.8% - Printed

[131] 2022 Tesseract (open source). Offline APTI dataset - 71% - Printed

Table 7: Summary of Arabic databases

Ref. Year Database Printed/
Handwritten

Description Letter/word/
line/paragraph/
page level images

Citations Availability

[112] 2009 APTI Printed 45,313,600 word-images (250
million characters)

Word-level 153 Public

[113] 2010 MMAC Printed 847,779 paragraph-images
(552 paragraphs)

Paragraph-level 41 Public

(Continued)
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Table 7 (continued)
Ref. Year Database Printed/

Handwritten
Description Letter/word/

line/paragraph/
page level images

Citations Availability

[118] 2012 KHATT Handwritten 2,000 paragraph-images
(9,327 lines)

Paragraph-level 87 Public

[119] 2012 IFN/ENIT Handwritten 2,265 word-images (26,459
words 212,211 characters)

Word-level 651 Public

[69] 2013 APTID/MF printed 1,845 line-images (27,402
characters)

Line-level 29 Upon
request

[114] 2013 HACDB Handwritten 6,600 characters Letter-level 57 Upon
request

[117] 2014 KAFD Printed 15,068page-images (2,576,
024 lines)

Page-level 32 Public

[132] 2015 ALIF Printed 6,532 line-images (52,410
paws 18,041 words 89,819
characters)

Line-level 42 Upon
request

[115] 2015 AcTiV Printed 80 videos (850,000 frames) Paragraph-level 52 Upon
request

[133] 2016 SmartATID Printed/
Handwritten

9,088 page-images Page-level 14 Upon
request

[134] 2016 BCE-Arabic-
v1

Printed 1,833 page-images (from
180 books)

Page-level 14 Public

[120] 2018 Yarmouk Printed 8,994 page-images 436,921
words

Page-level 6 Public

[135] 2019 EASTR-
42 K

Printed 8,915 line-images (2,593
words 12,000 characters)

Line-level 20 Upon
request

[136] 2021 HMBD Handwritten 54,115 characters Letter-level 19 Public
[116] 2001 Hijja Handwritten 47,434 characters Letter-level 81 Public

7 Commercial and Open-Source Arabic OCR Software

This section summarizes the leading commercial and open-source software for Arabic OCR.

Table 8 shows the recognition rates for some well-known OCR software that support the Arabic
language. Four software, Tesseract, Abbyy FineReader, Sakhr, and Readiris, are used in the compari-
son. The authors used different datasets to evaluate the four software. It is clear from the table that the
recognition rates for the software vary from one dataset to another, and no one software outperformed
all software on all tested datasets. The average accuracy rate for these softer ranges from 70% to 80%.

Tesseract [131] is an open-source OCR. It supported more than 100 languages and was developed
by Hewlett-Packard (HP) as a PhD project from 1985 to 1994. In 2006, it was sponsored and
redeveloped by Google till 2018. The latest available version of Tesseract is version 5. It supports
different operating systems Windows, Linux, and Mac. Tesseract converted the input image into a
binary image. Fuzzy space is used to divide the text into words. The connected component is used to
identify the layout of the characters. Finally, a classifier is trained to find the labels of the character.

Abbyy FineReader [130] is commercial software that supports more than 200 languages. It supports
different operating systems Windows, Linux, and Mac. It accepts documents in different formats such
as PDF, TIFF, and JPEG, printed and handwritten. The image is preprocessed to enhance its quality.
The preprocessing operations include banalization, rotation, and deskewing. The document analysis
stage is used to identify the image structure and the formats of its elements, such as the location of
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the header, footer, tables, diagrams, and text fields. Since its commercial software, the details of the
recognition approach are unknown. Abbyy OCR has an online trial version with 1000 pages for each
registered user.

Sakhr [137] is commercial software it supports the Arabic language or the languages that use
Arabic characters such as Farsi, Urdu Pashto, and Jawi. It supports both printed and printed scripts
and provides online and offline recognition. It runs on Windows operating systems, and there is no
trial version. Sakhr claimed to be the best available OCR for the Arabic system, according to US
government evaluators. Sakhr claimed 99.8% accuracy for the documents with high-quality images.

Readiris [138] is commercial software. It supports around 130 languages (Including Arabic,
Russian, and East Asia languages). It accepts images, PDF files, and document folders and converts
them into editable text. It supports Windows and Mac OS.

Table 8: The recognition rates for some Arabic OCR software (2013–2022)

Ref. Year Metric Arabic dataset Tesseract Abbyy
FineReader

Sakhr Readiris

[30] 2013 WRR Private - - 57.8% 84.0%
[139] 2014 WRR Private (newspapers,

journals, books)
- - 92.96% 71.83%

[140] 2016 WER Private (historical
manuscript)

99.4% 100.0% 99%

[141] 2016 WRR Private (archives of Alahly
journal)

- 80.0% 88.0% 70.0%

[71] 2017 CER APTID/MF-250 images 93.0% 53.0% 76.0% 80.0%
[28] 2017 CRR KAFD (240 images) 48.61 75.19 51.56%
[124] 2017 WRR Gold standard (Book: Ibn

al-Faqı̄h’s Kitāb al-Buldān)
- 65%-75% - 65%-75%

[142] 2019 WRR Private (195 words) 35.9% 95.9% 96.4% 65.1%
[143] 2021 CRR Private (archives of

Al-Abhath journal-10
pages)

- 85.52% - -

This paper 2022 WRR APTI (1,000 images) 71.0% 74.8% - -

8 Performance Evaluation

Many evaluation metrics are used to evaluate the performance of the Arabic OCR system.
Character Error Rate (CER) and Word Error Rate (WER) are the most used metrics. According to
Eq. (3), CER is calculated where iC, dC and sC denote the minimal number of character insertion,
deletion, and substitution operations (Edit distance), respectively, to transform the OCR output to
the ground truth script (see Fig. 30). nC denotes the total number of characters in the text. WER
is calculated according to Eq. (4), where iw, dw an sw denote the minimal number of word insertion,
deletion, and substitution operations, respectively, to transform the OCR output to the ground truth
script. nw indicates the total number of words in the text. The Character Recognition Rate (CRR)
and Word Recognition Rate (WRR) are computed according to Eqs. (5) and (6), respectively [28].
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Some dataset contains isolated characters for OCR evaluation. Therefore Eq. (7) is used [123], where
cC denotes the total number of correctly recognized characters, and nC denotes the total number of
tested characters. Eq. (8) is used to find the word accuracy rate, where wC denotes the total number
of correctly recognized words, and nw denotes the total number of tested words. Text Recognition
Rate (TRR) considers the whole image text as one unit. The image could contain one word, a line of
words, or a paragraph. TRR measures the percentage of correctly recognized text images according
to Eq. (9), where tC is number of images that are correctly recognized, nt indicates the total number of
text images [71].

CER = iC + dC + sC

nC

∗ 100% (3)

WER = iw + dw + sw

nw

∗ 100% (4)

TER = it + dt + st

nt

∗ 100%

CRR = 100 − CER (5)

WRR = 100 − WER (6)

CA = cC

nC

∗ 100% (7)

WA = wC

nw

∗ 100% (8)

TRR = tC

nt

(9)

Figure 30: Example of computing WER

9 Conclusion and Future Work

Developing an accurate and fast Arabic Optical Character Recognition system will be helpful
for many people in the Arab and Muslim regions. However, the accuracy of the existing printed-
Arabic commercial OCR software does not exceed 75%, according to some studies, when tested on
a page-level image. Additionally, most current approaches work offline and do not recognize the
Arabic script in real-time speed. Recognizing Arabic text is a challenging task due to many reasons.
Therefore, Arabic character recognition is still an open research area, and there is a range for enhancing
and improving the existing systems. Many approaches are evaluated on a private dataset, a word,
or a paragraph level, making it difficult to know their performance in real-world Arabic scripts.
Convolutional Neural Networks have been used wildly during the last decade in Arabic optical
recognition and showed significant results compared with handcrafted approaches. A comprehensive
review of the latest advances during the previous decade in Arabic Optical character recognition is
introduced in this paper. This paper reviews the following: the characteristics of the Arabic language;
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different types of OCR systems; the main stages of the Arabic OCR system, the techniques used in
each step, and the researchers’ contributions; comparisons between the existing Arabic OCR methods,
commercial and open-source software; the current datasets for Arabic OCR and their characteristics;
evaluation metrics for the OCR system. Future works include the followings: customizing and training
popular CNNs models such as DenseNet, AlexNet, VGGNet, MobileNet, SqueezeNet, ResNet, and
GoogLeNet to develop a new Arabic OCR system; using a large dataset for training the CNNs model
to achieve a higher recognition rate and using RNNs with CNNs for handwritten and printed text;
evaluating the proposed approach on a well-known benchmark to measure the actual performance of
Arabic OCR systems.
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