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ABSTRACT

With the continuous improvement of the e-commerce ecosystem and the rapid growth of e-commerce data, in
the context of the e-commerce ecosystem, consumers ask hundreds of millions of questions every day. In order to
improve the timeliness of customer service responses, many systems have begun to use customer service robots
to respond to consumer questions, but the current customer service robots tend to respond to specific questions.
For many questions that lack background knowledge, they can generate only responses that are biased towards
generality and repetitiveness. To better promote the understanding of dialogue and generate more meaningful
responses, this paper introduces knowledge information into the research of question answering system by using
a knowledge graph. The unique structured knowledge base of the knowledge graph is convenient for knowledge
query, can acquire knowledge faster, and improves the background information needed for answering questions. To
avoid the lack of information in the dialogue process, this paper proposes the Multi-hop Knowledge Information
Enhanced Dialogue-Graph Attention (MKIED-GA) model. The model first retrieves the problem subgraph directly
related to the input information from the entire knowledge base and then uses the graph neural network as the
knowledge inference module on the subgraph to encode the subgraph. The graph attention mechanism is used
to determine the one-hop and two-hop entities that are more relevant to the problem to achieve the aggregation
of highly relevant neighbor information. This further enriches the semantic information to provide a better
understanding of the meaning of the input question and generate appropriate response information. In the process
of generating a response, a multi-attention flow mechanism is used to focus on different information to promote
the generation of better responses. Experiments have proved that the model presented in this article can generate
more meaningful responses than other models.
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1 Introduction

With the rapid development of the Internet industry and the continuous maturity of arti-
ficial intelligence technology, the development of edge computing technology has promoted the
reliability and real-time performance of data transmission [1]. The ecology of e-commerce is also
constantly developing through innovation. To further promote the ecology of e-commerce from
labour orientation to technology orientation, customer service robots appear in all aspects of
our production and life. As people’s pace of life has increased continually, online shopping has
become people’s first choice. In the online shopping scene, increasingly more people directly obtain
the information they want by talking with customer service robots. At the same time, the speed
of industrial IoT technology [2] processing information continues to accelerate. While providing
people with the information they want, this also greatly saves labour costs.

At this stage, many e-commerce customer service intelligent robots are used in e-commerce
after-sales scenarios. After-sales customers have a single intention and event in mind; they usually
ask when their items are shipped, what courier they are sent through, how the products are used,
etc. Therefore, the intelligent customer service robot can directly identify the event and intention
of the visitor’s consultation content and then reply based on the answer template corresponding
to the question. With the gradual deepening of artificial intelligence technology in e-commerce,
further improve e-commerce service forecasts by using cloud-side hybrid computing [3], there are
higher requirements for the diversity, novelty and relevance of the reply content of customer
service robots. On the one hand, they must increase the conversion rate of product purchases
in the pre-sales link and improve their ability robots to respond to customers’ shopping needs.
On the other hand, the experience and sense of substitution in the dialogue between consumers
and customer service robots must be improved. This approach can generate more meaningful
and richer semantic answers through dialogue generation technology. Therefore, the research on
the external knowledge base proposed in this paper to enhance dialogue generation is of great
significance to the intelligent development of the e-commerce ecosystem.

In natural language generation (NLG) technology, the sequence-to-sequence model strongly
promotes the development of dialogue generation technology with its unique model structure. For
a given input, we can generate the response information directly through the encoder and decoder.
However, due to the lack of corresponding background information, it is difficult to fully and
deeply understand the semantic information of some words in a post using only the input post
information. Many times, the content generated by the generative model is meaningless, repetitive,
and boring [4], and the answers may be unreasonable.

With the in-depth application of the recommendation system in e-commerce [5], in order
to better improve the recommendation effect, our dialogue model needs to understand more
background knowledge. To increase the background knowledge to promote the understanding
of semantic information, many studies have begun to explore the possibility of introducing an
external knowledge graph, which usually includes unstructured text information and structured
knowledge graph information, such as open domain knowledge graphs [6] and commonsense
knowledge bases [7]. For the introduction of unstructured text information, in many cases, the
required background information cannot be obtained well, which is likely to cause considerable
noise in the understanding of the input semantics. For generation based on graph structures,
multi-hop information is rarely considered, and many studies use only the information of simple
triples. Given an entity, the goal is to find another entity as a response according to the corre-
sponding relationship, and it is impossible to analyse the semantic expression of the entity from
the perspective of the entire graph.
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To address the abovementioned problems, a knowledge-enhanced dialogue model is proposed
in this article to obtain background knowledge related to the content of the post in a large-scale
commonsense knowledge base and encode it into the post. In this way, the semantic understanding
of the input posts is enhanced, study the hidden relationships between users [§], and more
meaningful and relevant responses are generated, preventing the blind generation of meaningless
replies. This model retrieves the entities that exist in the knowledge base in each input post and
then uses the retrieved entities to construct a knowledge subgraph related to the post as the
external knowledge of the post. For the knowledge subgraph as an external background, every
time one layer is expanded, correspondingly, the number of entities greatly increases, and the
amount of information increases. Most of the time, for an entity that is farther from the zero-hop
entity, its relevance will also decrease; the aggregation of too much irrelevant information leads
to deviations in the semantic understanding of the posts.

To use the information in the knowledge graph more effectively. This paper analyses the
correlation between multi-hop entities and zero-hop entities and believes that the one-hop entity
and two-hop entity in the subgraph are more related to the semantic information of the post.
The graph neural network (GNN) is used to encode the sub-graph information and aggregate
the information of adjacent nodes. In the process of information aggregation, in order to better
introduce the multi-hop information in the knowledge subgraph, prevent the introduction of noise
and cause the deviation of semantic understanding, the model uses the graph attention mechanism
on the retrieved subgraphs to focus on more useful information, which improves the model’s ability
to fuse information. The model after further fusion of background information continuously
improves its ability to acquire knowledge. After obtaining the information of the one-hop entity,
the semantic understanding of the input text is deeper, so the two-hop entity with high relevance
can be better obtained. Compared with previous work, our model has a stronger ability to obtain
effective information in the knowledge graph.

In summary, the contributions of this article are as follows:

1. Introduce the knowledge graph into the dialogue system to enrich the background knowl-
edge of the dialogue. A commonsense knowledge graph is introduced as external background
knowledge into the dialogue generation model. At the same time, the graph attention mechanism
is introduced to pay closer attention to the entity information with high relevance.

2. The multi-hop entity information is better integrated into the post that is input by the
user so that the input post has more background information, which helps improve the response
quality.

3. Both word-level and character-level embedding are used, and the highway network is used
as a gating mechanism to adjust the relationship between the two, which largely avoids the
problem of OOV.

4. The mechanism of multi-attention flow is used to select the information in the input text
and the information in the acquired external knowledge graph, attend to the information related
to the question and answer, ignore the information unrelated to the question and answer, and
reduce the influence of noise on the generated words.

This paper proposes a new method of using a commonsense background knowledge graph to
enhance dialogue generation. Our presentation is organized as follows: Section 2 analyses the cur-
rent status of dialogue generation research and points out some limitations in the current research.
In Section 3, the method proposed in this paper is described in detail, which combines a GNN
and graph attention mechanism to obtain more accurate entity information that has a higher
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correlation with the input information, further improving the quality of dialogue generation. In
Section 4, the data set and evaluation index used in this study are introduced in detail, and the
experimental results obtained are analysed. In Section 5, we summarize the paper and propose
future work directions.

2 Related Work

Many studies on open-domain generative dialogue systems are based on the encoder-decoder
architecture of deep learning. Deep learning-based technology does not usually rely on previously
set candidate answers to match; instead, through the learning of a large corpus to conduct dia-
logue, the method of directly generating answers based on the content of the question is defined as
a generation model based on certain conditions. References [9,10] applied the sequence-to-sequence
model to large-scale dialogue generation tasks and achieved some results. The research of [11,12]
enhanced the diversity of responses by encoding topic words and emotion words into the model
during the generation process. However, the current generative dialogue research encounters some
problems: the answers obtained tend to be more general in terms of logic, accuracy or contextual
coherence and tend to produce generic responses, which usually lead to dull conversation.

To improve the quality of dialogue generation, many studies have begun to apply pre-trained
language models in the field of dialogue generation. They aim to train a large amount of data
to improve the quality of dialogue generation, such as in ELMO [13], UniLM [14], BART [15]
and GPT-2 [16], which first pre-train a large amount of data and then fine-tune it in specific
dialogue tasks to improve the quality of dialogue generation. However, training a large amount of
data alone cannot provide some commonsense background knowledge for the model. Therefore,
to further enrich the knowledge information in the pre-trained language model, many studies
integrate the information of the knowledge map into the pre-trained language model; Refer-
ences [17-20] introduced the knowledge graph information into the pre-trained language model
to further enhance the pre-trained language model’s ability to encode background knowledge
or commonsense knowledge, but at this stage, due to the high training cost of the pre-trained
language model, the application of pre-trained language models incorporating knowledge graph
information in the field of dialogue generation is still relatively small.

Many studies have introduced external background knowledge into the dialogue generation
task to enhance the understanding of dialogue semantics and generate more meaningful responses.
For example, Reference [7] used structured knowledge graphs as a supplement to the background
knowledge of the conversation in order to effectively improve the quality of dialogue generation.
However, due to the static attention mechanism it uses, there is no more effective attention to
the information in the graph through common sense relationships, resulting in more noise in the
generated dialogue. Reference [21] effectively promoted the transfer of dialogue concepts through
the attention mechanism and generated more diverse results in response. However, in order to
better promote the transfer of concepts, the model acquires conceptual entities that are more
relevant to the current concept. Makes the attention mechanism unable to pay more attention to
useful information more comprehensively and thus cannot introduce more entity information more
effectively. In the generation task in [22], incremental coding was used to represent contextual clues
across story backgrounds. In addition, the multi-source attention mechanism is used to apply com-
monsense knowledge to improve the quality of the generated tasks. Through incremental coding
and multi-source attention mechanism, it is possible to combine contextual clue information and
introduce potential external background knowledge at the same time. However, the background
information required by different contexts may be different. In the process of integrating the
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background knowledge information into the clue information of the context, it may cause con-
fusion in semantic understanding and ambiguity. In [23], through a dynamic storage mechanism,
the commonsense knowledge from an external knowledge base was integrated into the generator
to improve the diversity, novelty and theme consistency of the generated results. However, the
model uses subject words to obtain adjacent concepts in the knowledge base and cannot make
good use of multi-hop information to enrich the topic background information. The model in [24]
also introduced external knowledge graphs and text information as background knowledge for
dialogue generation, set up different readers to obtain knowledge graphs and text information,
and generated responses based on a large-scale knowledge base and text corpus. The effect of this
model is largely affected by the quality of the unstructured text. If the unstructured text used is
not highly relevant to the topic of the context, much noise is generated, which is not conducive
to the understanding of semantics. In [25], a heterogencous GNN was used as an encoder to
integrate human emotions, dialogue history, etc., so that the generated response not only was
context related but also had the appropriate emotion. In [26], external knowledge was encoded
according to demand, thereby improving the quality of response generation in the knowledge
fusion dialogue system. Because the model is mainly based on the need to obtain information from
external documents, it then integrates the corresponding information into the dialogue process.
The external documents here use unstructured text, which is relatively slow to obtain external
information and is highly dependent on the quality of external documents. Reference [27] designed
a FelicitousFact mechanism to help the model focus on knowledge facts that are highly relevant
to the context. Reference [28] proposes an MQA-QG framework, which uses unsupervised data
to reason about multi-hop knowledge. Generate multi-hop problems. However, further exploration
of the generation of complex problems is needed. Reference [29] proposed a new perspective
that uses non-conversational text to achieve diversified dialogue generation. By combining non-
conversational text content, although the search space for text generation can be expanded, the
field of topics can be expanded. However, it also has higher requirements for the quality and
domain relevance of the non-conversational text used. Reference [30] proposed a knowledge-aware
dialogue generation model, which converts the question representation and knowledge matching
ability in the knowledge-based question-answering task into discourse understanding and objective
knowledge selection in conversation generation. In the process of selecting and using common
sense knowledge, the model did not further consider the semantic information gain that may be
brought by multi-hop entity information. Reference [31] improved the quality of the generated
data by improving the quality of the data. However, these studies introduce some noise in this
stage in the process of obtaining relevant multi-hop entities, and many studies are not universal
and are only for certain specific fields. Unlike previous studies, our model uses a large-scale
knowledge base of common sense. The graph attention mechanism is used to introduce the more
relevant one-hop and two-hop entity information in the sub-graph. In the process of acquiring
entities, the context information of the input text is merged into the semantic information of each
entity. This promotes the flow of information in the sub-graphs towards more relevant entities and
achieves better knowledge choices. By combining unstructured text information with structured
text information, the introduction of external noise can be effectively prevented, and the positive
gain brought by the introduction of external knowledge can be improved. This promotes more
meaningful and diverse response generation.

3 Model

Our model is an encoder-decoder structure based on the sequence-to-sequence (seq2seq)
framework. To make better use of the information of the external knowledge graph, a subgraph
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inference (SGI) module is added to encode the subgraph of the problem. The model introduces
the information of the knowledge subgraph from two main perspectives: the entity information
that incorporates the subgraph information in the subgraph reasoning module is used to enrich
the semantic information of the input post; the attention mechanism is used in the entity output
by the subgraph reasoning module, and the information is further screened to better obtain useful
information and to screen noise.

The entire model structure is divided into four main modules are shown in Fig. I:

e Multi-granularity information encoding (MGIE) module: This uses character granularity,
word granularity, and context information to encode the word information in the input post;
to better integrate the corresponding background information of the input post, the part
that uses contextual information to encode is integrated with the entity semantic encoding
of the neighbour entity information in the subgraph inference module.

Response: - - _
o

.I._..ll,.l_ o

WordVocab OneHopEntity Vocab TwoHopEntity Vocab

1
1
X X K Xa i
1
1

X X Xs % |
MGIE SGl ! GDM
Word Embedding Zero hop entity Two hop entity " High attention
CharacterEmbedding One hop entity Low attention

Figure 1: Model structure: first, obtain a preliminary representation of the input question in the
multi-granularity information encoding (MGIE) section, and then use the subgraph inference
(SGI) module to calculate the subgraph obtained from the input query and collect the entity
information related to the question. Next, use the multi-attention flow (MAF) module to focus on
more useful information, and finally use the text and subgraph information to make predictions
in the gated decoding module (GDM)
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e Sub-graph inference (SGI) module: This constructs heterogeneous subgraphs of the input
posts and entities, uses a GNN to encode the subgraphs, and uses a graph attention mech-
anism to focus on entities that are more relevant to the input posts based on commonsense
relationships.

e Multi-attention flow (MAF) module: This uses the attention mechanism to obtain infor-
mation from the input post encoding information, the zero-hop entity information that
gathers neighbour entity information, the one-hop entity information and the two-hop
entity information to better promote response generation.

e Gated decoding module (GDM): This uses a single-layer GRU network for decoding and
adds a gating mechanism during the decoding process to control the use of different
vocabularies to generate the words to be predicted.

3.1 Multi-Granularity Information Encoding (MGIE)
3.1.1 Multi-Granularity Embedding

Current network models usually use only word-granular embedding encodings, such as the
pre-trained GloVe word-level embedding used in this study. If the input word is not in the
vocabulary, it is considered an OOV word, and a random vector is assigned to express the word.
If we ignore this point in the algorithm and do not address it, it will affect the outcome of
the model. Therefore, another embedding mechanism is needed. The model introduces embedding
encoding with character granularity and uses a one-dimensional convolutional neural network
(CNN) to obtain the expression of the meaning of the word. To embed the word granularity,
the model directly uses GloVe [32] as a pre-trained word vector to obtain a fixed embedding
for each word, thereby mapping the representation of each word to a high-dimensional vector
space.

The embedding of character granularity maps a word to a high-dimensional vector space by
inputting each word to the embedding layer of character granularity. The words in the output
question are represented as {x,x»,...,X;;}. The embedding of the character granularity of each
word in the output question is obtained mainly by a CNN. First, the character sequence is
converted into a vector, and the obtained one-dimensional vector is used as the one-dimensional
input of the CNN. Then, the one-dimensional convolution kernel performs convolution in the
direction of the sequence. By using multiple convolution kernels of different dimensions for
convolution to obtain the features after the maximum pooling, a fixed-size vector is obtained for
each word—that is, the matrix Q e R,

Regarding the obtained character-granular embedding and word-granular embedding output,
they are stitched together (by splicing each word) through a two-layer Highway Network [33],
where the Highway Network is mainly used to adjust the relationship between the embeddings
at the word level and character level. When handling words that are not in the vocabulary, the
weight of the corresponding character level embedding will be higher. When handling words
that exist in the vocabulary, the corresponding embedding at the word level will have a greater
weight.

As shown in Fig. 2, in the Highway Network, a gating mechanism is mainly used to adjust
the relationship between the embeddings of two different words. The corresponding formula is as
follows:

z=tQgWugy+bm)+(1 -0y (1)
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where t =o (Wry+br) is a transform gate, (1 —t) is a carry gate, Wy, by is affine transformation,
O represents the operation of the product, and y =[Qcpur, Owora]- The final result obtained through
the Highway Network is a matrix X € R2/"”.

gWy,y+by)

Figure 2: Highway Network: In the highway network, a gating mechanism is mainly used to adjust
the relationship between the embeddings of two different words. The corresponding formula is as
follows

3.1.2 Contextual Information Encoding

For a given input of length m, this paper uses the recurrent neural network GRU [34] to
encode the fusion of character granularity and word granularity queries to obtain the correspond-
ing hidden layer representation. Compared with LSTM [35], using GRU can achieve better results,
and it is easier to train, which can greatly improve the training efficiency.

hi = GRU (hj—1, x;) (2

The current input is x;, and the hidden state (hidden state) 4; | is passed down from the
previous node (this hidden state contains information about the previous node). Combining x;
and /;_1, the GRU obtains the output y; of the current hidden node and the hidden state #4;
passed to the next node.

3.2 SubGraph Inference (SGI)

In many GNN models, the information transfer between nodes is unrestricted, and each entity
aggregates the information of its neighbouring entities indiscriminately. For each node, this leads
to all neighbour node information being equally important, which introduces too much noise in
obtaining background knowledge from external knowledge graphs to enhance dialogue generation;
this is not conducive to generating highly relevant responses. For example, the neighbour nodes
of “Apple” may be “company” or “fresh”. If neighbour information such as this is aggregated, it
will make the correct understanding of the query more difficult, and the query will not be able
to be understood well with semantic information.
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Each round of a query and corresponding response has a corresponding subgraph as an
external knowledge base, which provides rich background knowledge for the question-and-answer
process. In the process of constructing a subgraph, the entity is first retrieved in the input query
as the zero-jump entity of the subgraph corresponding to the query, and then the zero-jump entity
is used as the starting point to identify entities that may be highly related to the query or answer.
In this way, one-hop entities and two-hop entities are obtained. The main considerations for the
selection of one-hop entities and two-hop entities are the degree of correlation between the entity
and the input query and whether it is mentioned in the query. To better encode the information
of the subgraph, two improvements are made based on using the GNN to encode the information
of the subgraph to promote the more accurate propagation of the subgraph information: the
attention score, calculated based on the input query and the commonsense relationship between
entities, and the PageRank weight calculation.

3.2.1 Query-Based Heterogeneous Entity Update

The GNN is used to update the semantic representation of the entity. The initial entity
representation is obtained using TransE [36], and then the information of its neighbouring entity
nodes and query information are used to update the corresponding entity semantic information.

he, GNN = (¢;, G, H) (€)

The process of encoding and updating the entity information is described below. In this study,
the initial entity representation, the initial state representation of the query, and the corresponding
subgraph are passed into the GNN network for encoding. €; is the embedding representation of
entity e;, and H is the representation of the input query.

In the selection process for entity semantic information aggregation, one cannot simply
retrieve the entity from the query and then use only the semantics of the entity itself to indis-
criminately aggregate its corresponding neighbour information. In this case, there will often be
increased noise. The model presented in this article uses query coding and relationship coding
in the commonsense knowledge graph to calculate the attention of the graph, uses this as a
guide to aggregate the neighbour entities that are closely related to the query semantics, and then
updates the query semantic information through the obtained entities. In this way, in the process
of calculating the attention information of the next layer, the information encoded by the query
contains the information of the entities of the previous layer, which promotes focus on entities
with a higher correlation.

First, to obtain the representation of the query, each word of the query input X = {x1,...,X;}
is processed by the LSTM to obtain the initial representation of the query A,
hl=LSTM (x1,...,Xn) )

Among all outputs of the LSTM, this study chooses the output of the last hidden unit as the
initial state of the entire query. In the subsequent layers, the state representation of the problem
will be updated to

W'=FFN | > (5)

e;ekEy
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where Ej represents the zero-hop entity that appears in the query, héi_l represents the semantic

representation of entity i at level /— 1, and the obtained hfl_l uses the zero-hop entity information
to update the semantic representation of the query input by the user at layer /—1.

In Fig. 3, the attention weight ay is calculated by the embedding encoding of the query and
the embedding encoding of the relationship between the commonsense knowledge entities.

o« = softmax (? . hﬁ,—l) 6)

where T is the embedding encoding representation of the relationship r between the selected head
entity and tail entity. e; represents the neighbour node. The relationship weight value is calculated
according to the input query representation and the relationship representation. To make sure
that the information is spread along the edge that is more relevant to the input query, we apply
softmax normalization to all outgoing edges of neighbour node e;.

Query

(S — S ; Ol O O] 1O
h," " [OOO0O0 O 1o o 1o o

Entity ‘

cj «e. Put Pressure Omn your Opponent ...
Figure 3: Entity update module: use neighbour node information and input query information to
update the semantic information of the current node

3.2.2 Node Information-Directed Propagation

For many questions, it is usually impossible to obtain the desired answer through one-hop
entity information, and multi-hop reasoning is often required. This requires obtaining the path
from the zero-hop entity mentioned in the question to the entity where the target answer is
located. To better promote the spread of the information in the graph along the path of the
answer, the PageRank score P, is set in the process of graph information dissemination. At the
same time, when calculating the PageRank weight, this study reuses the attention weight af to
ensure that nodes obtain higher weights along the path related to the problem.

P, = PageRank <e]l._1> (7)
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3.2.3 Information Aggregation
We use hy <é]l-_1> to aggregate the semantic information of the neighbour entity e; under

a specific relationship determined by the attention weight af and the PageRank score [37].

ej—>ei

hS (zj—l) — 7. P, . FNN (? ° héj—l) (8)

The process of updating the representation héi of the /th level of entity e; is as follows:
b= FNN ( BECHES0 S n e () ©)
rog

where o is the concatenation operator, which is mainly used for splicing operations. héi_l is the

embedding representation of layer / — 1 of entity e;, hlq_1 is the semantic representation of the
query input at layer / — 1, and FFN is a feed-forward neural network. Here, the three aspects of
information are spliced together to aggregate richer semantic information. Mainly including the
representation of entities at layer / — 1, the query at layer / — 1 after entity information update
represents h(lj_l, and the neighbour entity information is obtained according to the selected specific
relationship. The multi-hop entity information is encoded through the attention mechanism [38§],
and the one-hop entity, the two-hop entity and the relationship information between them are
aggregated to obtain the value of attention. In this way, we can effectively pay attention to multi-
hop entities and find information that is useful for understanding the semantic information of the
query in multi-hop entities.

The information encoding /., for jumping from a one-hop entity to a two-hop entity is
expressed as

heo =Y Beo-[€00€T]. (10)
er
Be, = softmax <(w, . 7)T ~tanh (wy, - €, +w; - e}))) (11)

where ep is a one-hop entity, and ey is a two-hop entity connected to the one-hop entity. To
avoid introducing too much noise, the attention mechanism is used to encode, where wj, and w;
are learnable parameters, and ér, ¢p and 7 are the codes of two-hop entities, one-hop entities and
the relationship between them, respectively.

3.3 Multi-Attention Flow (MAF)
3.3.1 Context Vector Representation

For the seq2seq model in the baseline model, in the process of using the attention mechanism,
only the input text information is processed with attention, focusing on the most relevant part
of the text and the current generated word. The model presented in this article introduces an
external background knowledge base in order to better obtain the information in the background
knowledge graph and to generate words that are highly relevant to the problem. The model uses
the attention mechanism to obtain the probability distributions based on the common words in
the input text and the entity words retrieved. The first step is to perform an attention calculation
on the input text through the attention mechanism, focusing on the most useful part, generating
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suitable words at the current time step. The context vector representation based on the input text
is as follows:

Cl = <Z softmax (s;_1 -h,-)) -h; (12)

i=1

For the attention calculation of the entity words, the main purpose is to calculate the entity
with the highest attention score in the respective lists of one-hop entities and two-hop entities,
which is used to help generate the most contextual semantic word at the current time step; further-
more, by calculating the attention distribution of the one-hop entities and two-hop entities, the
noise introduced can be better filtered. This yields the entity-based context vector representation
through attention distribution:

;)fi _ Z soft max (Sz—l 'hei) e, -
€i€Gope_pop

C:r_“l’le = Z soft max (Sz—l 'heo) “heg 1
€0€ Gyiple

= X softmax (s hey) | e -
CTEGtwo-hop

where /., is the coded representation of the two-hop entity.

3.4 Gated Decoding Module (GDM)
The output result of the t-th time step of the Decoder part of the model is s;. This result

is calculated by the decoder by using the context vector calculated above based on the text
information and the entity words in the knowledge graph, and the output result of the previous
time step. The decoder is updated as follows:

sy =GRU (Sz_l, [C?_"f; cone; Clrivle; ctwo. )’z—l]) (16)

where y, 1 is the representation of the result of the previous time step, which is used as the input
of the current time step. ¢/ is a contextual representation based on the text content, ¢{"{ is a

. . . triple . .
contextual representation based on the one-hop information, ct'_l’;e is a contextual representation

based on the triple information obtained between a one-hop entity and a two-hop entity, and

¢ is a contextual representation based on the two-hop information.

In the word generation process, the gating mechanism o is used to determine whether the
word to be predicted at the current time step is generated through a general word in the text or an
entity word in the external knowledge graph. When o =0, general words are selected in the text
to generate the words to be predicted at the current time step. When o =1, the one-hop entity is
selected in the external knowledge graph to generate the word to be predicted at the current time
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step. When o =2, the two-hop entity is selected in the external knowledge graph to generate the
word to be predicted at the current time step.

0 =argmaxge(, 1,2y = FFNg ((s1)) (17)

After determining which part of the vocabulary to use for word generation at the current time
step, the probability distribution of each word on the vocabulary is calculated, and the word with
the highest probability is selected as the word to be generated at the current time step.

If a vocabulary of common words is used in the input text, then the probability distribution
of all words in the vocabulary is

yi =softmax (s;-v), o0=0 (18)
where v is the embedded representation of a general word in the input text.

If the vocabulary of the one-hop entity in the external knowledge graph is used, the
probability distribution of all words in the vocabulary is

V; = Softmax = (s,-hei),(r:l (19)

If the vocabulary of the two-hop entity in the external knowledge graph is used, the
probability distribution of all words in the vocabulary is

yi =softmax (s;-ér), o=2 (20)

where e7 is the embedding representation of the two-hop entity e7.

4 Experiments and Analysis

4.1 Experimental Data Set

The dialogue data set used in the thesis experiment is a single round of dialogue, mainly col-
lected from the Reddit data set. The single-round dialogue data set used here is further expanded
based on the previous data set, mainly by obtaining multi-hop entities. The aim is to promote
the understanding and generation of dialogue by further enriching the background knowledge.
The data set in this study contains 600,000 training pairs and 10,000 test pairs. A processed
ConceptNet [39] is used as the background knowledge graph, which contains not only the facts of
formal relations, such as London being the capital of the United Kingdom, which are background
facts that are always true in reality, but also informal relationships between common concepts
from daily life, such as the Lakers being in the championship. To obtain a better representation
of the entities, the triples of entities composed of multiple words are deleted from the original
knowledge graph. The final knowledge graph contains 120,850 triples, and the number of entities
is 21,471 with 44 types of relationships.

The basic configuration of the experimental environment is as follows: Ubuntu 16.04 operating
system, Intel Core 19-10900k processor, NVIDIA GTX 3080 discrete graphics, 10 GB of video
memory, and 48 GB of memory.
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4.2 Evaluation Index
The experiment in this paper uses a variety of evaluation indicators that are commonly used
in text generation tasks to evaluate the quality of the generated response:

BLEU [40]: This index calculates the similarity between the generated text and the reference
text by calculating the common n-gram:

N
BLEU = BP - exp (Z wy log pn) Q1)
n=1
where
BP— 1 ‘ y‘c>r (22)
el=rle if e<r

Zn—gmmec Countclip (n — gram)

Py=
> n—gramec Count (n — gram)

(23)

ROUGE [41]: Since BLEU considers only the accuracy rate and not the recall rate, the
ROUGE index is mainly used to calculate the similarity between the generated text and the
reference text from the perspective of the recall rate:

R— ZSG{Reference Summaries} ZgramneS Countynarch (gramy,) (24)

Z Se{Reference Summaries} Z gramu S Count (gramy)

where R is ROUGE-N, S represents a certain item in the reference text set, gram, represents an
n-gram, and Count,,,:.,(gram,) represents the number of n-grams matched with the reference text.
The denominator of ROUGE-N (R) is the total number of n-grams of each reference text, so it
represents the recall rate.

Meteor [42] considers both the precision rate and recall rate and uses a weighted F value as
the evaluation index.

i\
Pen=vy (C—> (25)
m
PmRm
Froan = 26
mean och + (l . O(,) an ( )
|m|
P,=— 27
Y b (i)
Iml|
R,=—— (28)
" >l (si7)
The total number of words is m, and the number of blocks is ch.
Meteorcore = (1 — Pen) - Fipean (29)

The NIST [43] index is an improvement on the BLEU index. The most important part is
to introduce the concept of information for each n-gram. The BLEU algorithm simply sums the
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number of n-grams, while NIST sums the amount of information and divides it by the number
of n-gram fragments in the entire translation.

Dist-1, Dist-2 and Ent-4 are mainly used to evaluate diversity. This part of the work mainly
refers to [44,45].

The above indicators are evaluated using the implementation of [46]. The comprehensive use
of these evaluation indicators can better determine whether the model has greater advantages than
other models.

This study uses the Seq2seq model, CCM model, and ConceptFlow model as the baseline
models and uses ROUGE, NIST, Meteor, PPL, Dist-1, Dist-2 and Ent-4 as the evaluation indica-
tors for making comparisons with the model presented in this article. By analysing the relevance
and diversity of the generated text, we can further analyse whether the generated text is more in
line with the semantic information of the context and whether it is more meaningful.

4.3 Experiment Analysis

Our model uses a recurrent neural network GRU containing 512 hidden units in the encoder
and decoder and uses a word vector pre-trained by GloVe. The dimension of each word vector
is 300, and the size of the vocabulary is set to 30,000. We use TransE to obtain the embedding
representation of the corresponding entity and relationship. The dimensions of the entity and
relationship vector are set to 100. The learning rate of the model is set to 0.0001, and the number
of training rounds of the model is set to a maximum of 20 rounds. In the neural network part, we
use a 3-layer GNN. The entire model is implemented on Pytorch. The cross-entropy loss function
is used for training the model, and the loss changes on the training set and verification set are
shown in Fig. 4:
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Figure 4: Loss comparative analysis: visually analyse the loss obtained from training on the
training set and validation set. (a) Train_loss (b) Valuation_loss

A comparison with the training loss curve of the ConceptFlow model is given below. The
blue curve is the training curve of our model, and the red model is the training curve of
the ConceptFlow model. The training curve in the figure has relatively large fluctuations at the
beginning and is slightly higher than Conceptflow at the 6th epoch. This is mainly due to the
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fluctuations caused by our model’s fusion of external background knowledge during the encoding
process, but as the training progresses, our model uses the multi-attention stream mechanism to
continuously improve the ability to integrate external background knowledge, thereby obtaining
better performance. In the test set, our training loss can be reduced to 4.38, while the loss of the
ConceptFlow model is 4.43, and our model can converge better.

To better evaluate the quality of the response generated by the model in this paper, ROUGE,
NIST, Meteor, PPL and other indicators were used in the experiment to evaluate the correlation
and diversity of the responses generated by the model. The results are shown in Fig. 5.
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Figure 5: Comparison of the evaluation indicators of the four algorithm models: using ROUGE,
METEOR, BLEU, NIST and other evaluation indicators to calculate the correlation between
the generated response and the reference response, where higher means better. Using PPL to
evaluate the quality of the generated response, where lower means better. (a) ROUGE-2/BLEU-4/
METEOR (b) ROUGE-1/ROUGE-I/NIST-4 (c) PPL
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As seen in Fig. 5, the model uses ROUGE, NIST, and METEOR to analyse the relevance of
the generated text. To better analyse the fluency of the generated dialogue of the model, a high-
level n-gram (BLEU-4) is introduced to measure the fluency of the generated dialogue response.
Our model integrates the highly relevant external knowledge entity information into the process of
dialogue generation and further promotes the understanding of semantics on the basis of ensuring
the relevance of the generated text. It is based on a higher degree of understanding of text
semantics that can better improve the fluency of the generated text. Our MKIED-GA model can
effectively capture the important information related to the input and response in the knowledge
graph and can effectively aggregate this information. It can also well balance the relevance and
fluency of the generated text. Its performance results are better than those of all baseline models.

For the response generated by the model, the most important consideration is whether it
matches the context of the dialogue. In the experiment, we use the perplexity to evaluate the
model at the content level (the main measurement is whether the generated content conforms
to grammatical habits and the topic relevance), analyse the quality of response generation by
comparing the introduction of external knowledge graphs, and analyse the impact of introducing

external knowledge graphs on the quality of dialogue generation. The experimental results are
shown in Fig. 6.
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Figure 6: Perplexity comparison analysis: analysing the value of perplexity from the perspective

of generated sentences, words and entities. (a) Sentence_ppx_loss (b) Sentence_ppx_local_loss
(c) Sentence_ppx_word_loss
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As seen in Fig. 6, the blue curve is the perplexity curve of our model, and the red curve
is the perplexity curve of the ConceptFlow model. As the number of training rounds increases,
the response perplexity (a) generated by our model is significantly lower than the perplexity of
the ConceptFlow model, indicating that our model can better understand user input and is more
syntactic and semantic. There is a more meaningful response. In addition, our model uses the
entities in the knowledge graph to generate responses during the generation process by comparing
graph (a) (combined with the calculation results of the perplexity of the external knowledge graph
information) and graph (c) (without combining external knowledge). The calculation result of the
perplexity of the graph information shows that the result obtained by combining the entity infor-
mation of the external knowledge graph achieves better results, indicating that the introduction
of the external knowledge graph can indeed promote the generation of better responses. Finally,
Fig. 6b shows the perplexity values calculated based on the detected entities.

In each question subgraph, there are usually many entities, but not every entity is related to
the semantic environment of the question. Blindly aggregating the information of the entities only
introduces noise. To better obtain the subgraphs related to the question, in the experiment, the
graph attention mechanism is used to pay closer attention to the more relevant entity information.
Fig. 7 introduces a case to analyse the role of the graph attention mechanism in the process of
graph information aggregation.

Post: no currently competitive combos . the ones you mentioned are balanced by their
sheer difficulty in achieving.
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Response: | think it's because they have a lot of difficulty to play . it 's not like they're going
to be able to play the game at all, but for he most part, they have to be competitive.

Figure 7: Analysis of subgraph examples: highlight the zero-hop entity, one-hop entity, and two-
hop entity in the input post and the generated response. Different colour depths are used in the
sub-images to represent the attention distribution. The darker the colour, the higher the attention
score

Fig. 7 shows the distribution of image attention. The distribution of attention is represented
by different colour depths. The darker the colour, the higher the attention score. The areas with
the highest attention score are the one-jump entity game and the two-jump entity play. In the
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generated response, by focusing on different entity information, we can obtain supplementary
background information to make the generated response more meaningful. There are also entities
with relatively high attention scores, such as playing and failing, fair, which are mainly used to
better understand the semantic information of the zero-hop entities and one-hop entities in the
query. For the one-hop and two-hop entities that are of additional interest, the MAF module is
combined with the hidden layer status of each time step and the semantic information of the
query for secondary screening. This promotes focus on the important parts and eliminates the
noise.

By analysing the responses generated by different models, we can more intuitively see the
impact of the introduction of external knowledge graphs on the quality of commonsense question
and answer generation. Tab. | shows several responses generated by different models, among
which the zero-hop entity, one-hop entity and two-hop entity are marked in blue, green and red,
respectively.

Table 1: The comparison of the response quality generated by the four models, highlighting the
zero-hop entity, the one-hop entity, and the two-hop entity

Post: I’'m not sure you’ll get anyone but laker fans wishing laker fans wishing
for another laker championship haha.

Seq2seq I'm not sure if youre being _UNK or not, but I’'m not sure if you’re

CCM being _UNK or not.

ConceptFlow I'm not a fan of the lakers, but I'm not a fan of the lakers.

MKIED-GA I’'m not a fan of the laker, but I love the lakers.
I'm a fan of the lakers, I think the championship is a little more than a
laker fan.

Post: Being from ohio, I do not know what or how to feel about this

Seq2seq It is the only way to get a job. we do not know the truth.

CCM I'm from ohio and I'm in ohio.

ConceptFlow I do not know if youre in ohio.

MKIED-GA We do not know the exact same thing about the state of ohio

Post: No currently competitive combos. the ones you mentioned are balanced
by their sheer difficulty in achieving

Seq2seq I’'m not sure if you’re joking or not, but I don’t think you understand

CCM how you’re getting _UNK.

ConceptFlow I’'ve played a lot of games, and I'm not a fan of the game.

MKIED-GA The only way to get the difficulty is to be able to play the game is to be
able to get the game. It’s just the opposite of the deck that isn’t in the
game.

The only way to get the difficulty is to play the game. The only way to
get the achievement is to not get the most useful

In Tab. 1, we compare the generated results of several models used in the experiment. Many
of the generated results of the seq2seq model have no practical meaning and have low correlation
with the input query, and OOV words appear at the same time. In the results generated by the
CCM and ConceptFlow models, entity information can also be considered to a certain extent, but
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it is not sufficient to enable attention to be paid to multi-hop entity semantic information. The
comparison shows that our model uses more one-hop entities and two-hop entities and can better
obtain knowledge from external knowledge graphs to promote the improvement of the generation
quality.

In the process of introducing external knowledge graphs, to further explore the impact of not
introducing entity information, introducing only one-hop entity information and simultaneously
introducing one-hop and two-hop information on the quality of response generation, Dist, Ent,
confusion, and other indicators are used in the experiment, an analysis of the diversity and
correlation of the generated responses is performed, and the experimental results are shown in
Fig. 8.
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Figure 8: Diversity/Response quality (from left to right): using responses generated without using
entity information, responses generated using only one-hop entity information, and responses
generated using one-hop entity and two-hop entity information at the same time. Computing
diversity, where higher means better, and the quality of response generation, where lower means
better

In Fig. 8, the diversity of the generated responses is measured by using the evaluation
indicators Dist-1, Dist-2 and Ent-4. By comparing the three methods of introducing external
entity information, we analyse the influence of external entity information on the diversity value.
These three methods are not introducing external graph entity information, introducing single-hop
graph entity information, and simultaneously introducing single-hop and two-hop graph entity
information. Then, the perplexity index is used to analyse the quality of the generated responses
that introduce different levels of graph information. The lower the index, the better. The more
information is introduced into the external graph, the better the quality of the generated response.

BLEU and NIST are used to analyse the correlation between the response generated by
introducing different numbers of hops of entity information and the reference response are shown
in Tab. 2.

Table 2: Using the response generated without using entity information, the response generated
using only one-hop entity information, and the response generated using both one-hop entity and
two-hop entity information to calculate the relevance, where higher means better

Bleu-1 Bleu-2 Bleu-3 Bleu-4  Nist-1 Nist-2  Nist-3  Nist-4
MKIED-GA -text 0.1662 0.056 0.0215 0.0086 0.9925 1.0581 1.0662 1.0675
MKIED-GA-onechop 0.1689  0.055 0.0205 0.0082 1.0474 1.1161 1.1236 1.1249
MKIED-GA-full 0.2692 0.116 0.0547 0.026 1.7927 1.995 2.0291 2.0354
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In this experiment, we analyse the impact of introducing different amounts of external
entity information on the relevance and fluency of the generated text. MKIED-GA-Text uses
only text information and does not introduce external knowledge information; MKIED-GA-
onecHop represents the single-hop information in the subgraph that introduces external knowl-
edge; MKIED-GA-full introduces multi-hop entity information in the subgraph. Compared with
MKIED-GA-oneHop and MKIED-GA-Text, MKIED-GA-full uses more external entities, which
is consistent with our research motivation. Introducing more external entity information can
promote the generation of more relevant and smooth responses.

5 Conclusion and Future Work

In this article, we propose a knowledge-enhanced dialogue generation model to illustrate that
using structured knowledge graphs as background knowledge is helpful to the understanding and
generation of dialogue. At the same time, we can see that the use of graph neural networks can
better aggregate useful information. Finally, the evaluation shows that our model can generate
more meaningful responses and that the generated responses can better capture the important
information in the map.

In future work, we will further incorporate multi-modal information while using input image
information and text information. We will obtain sub-picture information through the entities
recognized in the picture and the entities retrieved in the input text. This will further enhance
the quality of the response generated by the model. Thereby, it can better promote the healthy
development of e-commerce ecology, improve the ability of customer service robots to understand
customer intentions and respond to customer questions in pre-sales and after-sales scenarios.
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