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ABSTRACT

Deep learning for topology optimization has been extensively studied to reduce the cost of calculation in recent
years. However, the loss function of the above method is mainly based on pixel-wise errors from the image
perspective, which cannot embed the physical knowledge of topology optimization. Therefore, this paper presents
an improved deep learning model to alleviate the above difficulty effectively. The feature pyramid network (FPN),
a kind of deep learning model, is trained to learn the inherent physical law of topology optimization itself,
of which the loss function is composed of pixel-wise errors and physical constraints. Since the calculation of
physical constraints requires finite element analysis (FEA) with high calculating costs, the strategy of adjusting the
time when physical constraints are added is proposed to achieve the balance between the training cost and the
training effect. Then, two classical topology optimization problems are investigated to verify the effectiveness of
the proposed method. The results show that the developed model using a small number of samples can quickly
obtain the optimization structure without any iteration, which has not only high pixel-wise accuracy but also good
physical performance.

KEYWORDS

Topology optimization; deep learning; feature pyramid networks; finite element analysis; physical constraints

1 Introduction

Topology optimization [l] is a systematic method to determine the optimal distribution
of materials in the design domain under given boundary conditions, so as to achieve the
extreme target value of system performance while satisfying design requirements. These emerg-
ing methods mainly include solid isotropic material with penalization (SIMP) [2-5], evolution-
ary approaches [6-9], level-set method [10,11], moving morphable components [I2-14], bubble
method [15,16], feature driven method [17], and so on. However, since the acquisition of the opti-
mization structure requires finite element calculation with some iterations, there is a disadvantage
of high computational cost while dealing with large structures or complex problems. Recently, a
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new research method which gets the topology optimization quickly and reduces the computational
cost through deep learning technology has emerged.

With the rapid development of machine learning algorithm and computer hardware tech-
nology, revolutionary changes have taken place in technology and engineering fields, including
autonomous driving, image and voice recognition, medical diagnosis, spam detection, and so on.
Among the various application of deep learning, the neural network model aims to learn the real
distribution of the input data, which has a broad application prospect. Some researchers have
begun to apply deep learning to speed up the solution of traditional problems, such as the field of
image classification [18], layout optimization [19], hydrodynamics [20], and structural analysis [21].
At the same time, researchers have also done a lot of related researches to speed up topology
optimization design by using deep learning techniques, such as [22-24].

For utilizing the deep learning method to expedite the design of topology optimization, there
are two main categories: using neural network models to replace part of the optimization process
and using neural network models to replace the whole solution process without any iteration.
The first type of methods mainly includes the following research work: Sosnovik et al. [22
introduced the deep learning model into topology optimization and improved the efficiency of the
optimization process by expressing the problem as a two-dimensional image segmentation task.
The mapping of intermediate structures was used to obtaining the final optimization structure in
each solution. However, the accuracy of the results mainly depended on the first few iterations in
his work. Similar works had been done on [25,26], which still needs the assistance of traditional
methods. This kind of method, which outputs the optimized structure by replacing part of the
optimization process with the neural network model, can save much time but still need some
iterative scheme to output optimization structures.

For the second category of methods, there are the main studies. Zhang et al. [23] developed
a convolutional neural network (CNN) model consisting of an encoder and a decoder, which
identified the optimization structure without any iteration. Lei et al. [27] developed a machine
learning driven real-time topology optimization paradigm under a moving morphable component-
based framework. This method effectively reduced the dimension of the parameter space and
improved the efficiency of the optimization process. Abueidda et al. [28] utilized ResUnet [29]
to quicken the rapid prediction of two-dimensional nonlinear structure topology optimization
without the need for any optimization iteration. Rawat et al. [30] used a generative adversarial
network (GAN) [31] including discriminators and generators to optimize two-dimensional (2D)
and three-dimensional (3D) linear elastic structures. However, only volume fraction, penalty,
and the filter radius are changeable in this method. All other initial conditions must be fixed,
including loads and boundary conditions. Nie et al. [32] developed a new generative model of
topology optimization called TopologyGAN. In addition, the proposed U-SE-Resnet model made
TopologyGAN significantly reduce test errors in problems involving boundary conditions that
were not previously in the training set. Nakamura et al. [33] introduced a convolutional neural
network based on encoder and decoder to predict final optimization structures without iteration.
Their model also was able to represent the design area more precisely. Recently, the method by
introducing a two-stage convolutional encoder and decoder network has been proposed by [34].
Their method could improve the performance and reliability of deep learning models than a
single network for topology optimization. The kind of method was put forward to output the
optimization structure through the neural network model replacing the whole solution process,
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which can complete the design without using any iterative process and speed up the design process
considerably. The trained model with high prediction accuracy and good generalization ability
has been obtained after using many samples to train the model. In most cases, the loss function
consisted of pixel-wise error is used to train the whole model. In this way, the pixel-wise accuracy
of the model prediction was relatively high, but the physical performance of prediction results
was not necessarily better. How to get a prediction model with high precision and good physical
performance is a big challenge.

Recently, some researchers have begun to combine physical constraints with the learning
process of CNN to improve the physical performance of predicting results. Physical constraints
can be introduced into the loss function to modify it in a gentle way. This method was used
to implement weakly supervised learning and used less labeled data [35]. Ma et al. [36] used a
combined data-driven and physics-driven model to predict heat conduction problems to improve
the effect of the prediction result. Sun et al. [37] built a surrogate model for fluid flows based on
physical constraints to solve the difficulty caused by the lack of training data. To sum up, the
deep learning network with physical constraints provides a new approach for the lack of physical
performance of the output object or the lack of the training data.

In this study, a CNN model with strong generalization ability is used to improve the physical
performance of output structure by adding physical constraints. We will train the prediction
model based on loss functions that combine pixel-wise errors and physical meanings. The neural
network input is a multi-channel matrix with different initial conditions, and the output is the
material distribution of optimization structures. We put forward the method to solve the problem
that the trained model uses the loss function of pixel-wise error leading to the lack of physical
performance in model prediction. The approach can predict the optimization structure that has
a preferable physical performance without any iterations. The main novelty of our work is that
physical constraints are firstly added to CNN models to complete the quick solution of topology
optimization. At the same time, this study uses the feature pyramid network [38] as a prediction
model. Of course, other CNN models can also be used in our experiment according to the needs
of the specific problem. This improvement makes the model training not only an image-to-image
regression task but also a regression task in physical meaning. The method shows that the physical
performance of the predicting structure is better when the training process of the model takes
physical properties into account.

The remainder of this paper is structured as follows. Section 2 reviews relevant research
related to topology optimization, feature pyramid networks, and finite element analysis. In Sec-
tion 3 of this paper, we describe the preparations in detail, including data generation and
processing, and the architecture of neural networks. Section 4 describes the proposed method
which includes the topology optimization framework of deep learning with physical constraints,
and evaluation metrics. Section 5 shows the experimental process, results, and discussions. The
conclusion and prospect of future research are discussed in Section 6.

2 Overview of Related Works

In this section, we will focus on topology optimization, feature pyramid networks, and other
aspects closely related to our works.
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2.1 Topology Optimization

Topology optimization is a systematic method to obtain the optimization characteristics of the
structure by optimizing material distribution within a specific region under given constraints [39].
The defined conditions include loads, boundary conditions, and volume fractions. Among several
methods of topology optimization, the SIMP method is broadly used to accomplish designs
by reason of its well-implemented formulations for many applications. This method has been
presented as a generator for large amounts of data in both two-dimension and three-dimension
topology optimization problems. For these reasons, we use the SIMP method to generate topology
optimization datasets for training models in this study.

In this study, Eq. (1) is the famous topology optimization SIMP formulation. The main SIMP
method is an algorithm proposed by [40] to realize optimization problems. The method discretizes
the design domain into a grid of finite elements called isotropic solid microstructures. It models
the material density y, in varying between zero and one. Zero stands for no material, and one
stands for full solid. The grid element can also be an intermediate density. The Young’s modulus
E, for each grid element e is given as:

E, (ye) = Emin +ylé (E — Emin) (1)

where E is the Young’s modulus of the material, E;, is a small number assigned to avoid
numerical singular while the density of elements becomes zero, and p is a penalization factor
to favor binary outputs avoiding intermediate densities. Typically, the penalization factor is set
to p =3 [39]. The optimization works toward minimizing the compliance C(y) [41,42] can be
expressed as:

N
min:  C(y)=U"KU = Zl o) u] ke,
e=
V(y)
Lt —= =7,
s 7 =V )
KU=F
O<ye=1

where y is the density-based structural design vector, K is the stiffness matrix, U and F are the
global displacement vector and the global force vector, k. is the elemental stiffness matrix, u, is the
elemental displacement vector, N is the number of total elements, V'(y) and V, are the material
volume and design domain volume respectively, and Vy is the prescribed volume fraction.

Fig. 1 shows the classical topology optimization problem (Cantilever Beam) with loads and
constraints in the design domain. The optimization structure is obtained through finite element
discretization, finite element analysis, sensitivity analysis, and optimization iterations. The goal is
to find an optimized structure with minimum compliance and the required volume fraction.
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Figure 1: The illustration of 2D topology optimization using the SIMP method. (a) initial design
domain, (b) finite element discretization, (¢) optimized structure

2.2 Feature Pyramid Networks

The feature pyramid network is a framework to construct a feature pyramid network within
CNN [18,43,44]. A lot of convolution operation is used inside FPN. Convolution operation can
extract features from the given sample and is widely used in signal processing and image recog-
nition. As shown in Fig. 2a, features are extracted using a convolutional filter. The convolutional
filter progresses regularly on the input image and generates a feature image as the output. The
stride represents the number of convolutional filters moving in each step. The advantage of feature
pyramid networks is pyramidal feature hierarchy (Fig. 2b). Pyramid feature hierarchy produces a
multi-scale feature representation, which can express features of different scales. And the semantic
strength of each layer is different. The thicker outlines in Fig. 2b indicate semantically stronger
features. In order to better capture different scale semantic specificities for output prediction, FPN
uses a top-down way architecture with lateral connections to build high-level semantic feature
maps across all scales. Fig. 3 is the architecture of the feature pyramid network for 2D topology
optimization in this study, from which we can see the main components of FPN. It consists of:
bottom-up pathway, top-down pathway, lateral connections, and aggregation.

> F—~ redict
Fcalure image / | P |

Convolutional filter predlcl
___ \\ Input

predlct

(a) (b)

Figure 2: Schematic of the basic neural network. (a) Example of a convolutional neural network
with a stride of one, (b) Pyramidal feature hierarchy and thicker outlines denote semantically
stronger features
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Figure 3: The overall architecture of the feature pyramid network used in our work for 2D
topology optimization. The bottom-up pathway (blue) consists of five levels at different scales.
The top-down pathway (red) builds semantically stronger features by upsampling spatially coarser
feature images from higher pyramid levels. Lateral connections (black) connect the bottom-up
pathway and the top-down pathway. The aggregation (green) coalesces feature maps of these
different levels to complete the final prediction

Some deep neural networks were developed to accelerate topology optimization design before
this study, including U-net [45], ResUnet [29], and others. The ResUnet has more residual learn-
ing [46] than U-net to solve the problem of vanishing gradients and improve performance further.
U-net and ResUnet concatenate low-level detail information and high-level semantic information,
namely skip connections, to improve segmentation accuracy. Encoder, decoder, and skip connec-
tions in U-net and ResUnet are similar to bottom-up pathway, top-down pathway, and lateral
connections in FPN, respectively.

However, the reasons why FPN is used in this study are as follows. Firstly, the optimization
structure of the model output will change with the difference of input boundary conditions,
volume fractions, loads, and filter radius in this study. These input channels contain informa-
tion with different physical multi-scale structural semantics. Aggregation (Fig. 3) represents the
fusion prediction of multi-scale feature maps, which can reduce the error than summation-based
architectures [1]. This advantage can help the output of optimized structures to be more accurate
and acquire prediction models with higher precision. Aggregation from different levels is not
utilized in U-net and ResUnet model. In addition, FPN can use ResNets [46] of different layers
(18, 34, 50, 101, 152) to quickly build a suitable network model according to the complexity
of different topology optimization problems. FPN has high computation and memory efficiency,
which provides a practical and accurate solution for multi-scale semantic modeling. Based on the
above considerations, we adopt FPN to implement the regression task.
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3 Preparations

Before conducting experimental research, we need to make full preparations, of which we
prepare for two main aspects: data preparations and CNN architectures.

3.1 Data Generation and Processing

We prepare two types of datasets generated from two classic topology optimization problems,
including Cantilever Beam (Fig. 1) and MBB Beam (Fig. 4). The material is linear elastic material
conforming to Hooke’s law. Each dataset consists of a number of topology optimizations which
include boundary conditions, loads, and volume fractions in each sample. In the process of
generating Cantilever Beam data, we have made a certain comparison with the related work
of Abueidda et al. [28] and Yu et al. [47]. The design domain adopts a nelx x nely = 32 x 32
finite element mesh discrete linear elastic structure. The filter radius (Rpi,) [39] is set as 1.5. The
Poisson’s ratio of the material is 0.3, and the force on the structure is F = IN. The parameters
of data mainly include the loading position of force, the loading angle of force, and the volume
fraction. Some of the following random conditions are subject to uniform distribution:

e Resolution: 32 x 32

e Volume fraction: [0.3, 0.7]

e Load position: the node selected from the set of nodes at the right-hand side of the design
space

e Load direction: [0, 360°]

e SIMP penalty: 3

e SIMP filter radius: 1.5

Once these parameters are obtained, the 88 lines [48] SIMP method is used to generate
optimized structures with five dataset scales: 6000, 12000, 18000, 24000, and 30000. Different
datasets are used to test the learning ability of the proposed model. These datasets will be saved
to text files, including all required information for later experiments. In order to facilitate the
input and output of the neural network with datasets, we adopted a similar composition method
referred by [28] to generate the dataset with five channels and a label. The number of elements
in the design domain is 32 x 32, and the number of nodes is 33 x 33. Five channels for input
to the network are as follows: Channel X: u, is 33 x 33 dimensions. Channel X»: u, is 33 x 33
dimensions. Channel X3: Fy is 33 x 33 dimensions. Channel X4: F), is 33 x 33 dimensions. Channel
Xs: Vy is 32 x 32 dimensions. The label Y is 32 x 32 dimensional matrix of material distribution.
Each sample can be represented as (X1, X2, X3, X4, X5, Y). Since the nodes on the left of the
design domain are fixed, u, and u, matrices have a value of 0 everywhere except the nodes at
the left-hand side, where a value of 1 is assigned. For load channels, F, and F), matrices have
zero components everywhere except at the node where the force is applied. These pixel values are
Fy=Fcos® and F, = Fsinf at the loading node. For the V; channel, each grid is filled with the
sample volume fraction.

We also chose the classic MBB Beam topology optimization model. In this model, the finite
element mesh discrete linear elastic structure of nelx x nely = 64 x 32 is selected. The Poisson’s
ratio of the material is 0.3, and the force on the structure is = 1N. The parameters of the data
mainly include the loading position of force, the loading angle of force, the volume fraction, and
filter radius. Some of the following random conditions are subject to uniform distribution:

e Resolution: 64 x 32
e Volume fraction: [0.3, 0.7]
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e Load region: x = [1, 33], y = [1, 33]
e Load direction: 270°
o SIMP penalty: 3

o SIMP filter radius: [1.5, 4.5]

Since the size of the design domain is different, the parameters will be changed accordingly.
As shown in Fig. 4, the design space becomes a rectangle. The angle of the applied force becomes
a constant 270 degrees. The loading location changed from a line on the right to an area on
the left. The filter radius changed from fixed Ry, = 1.5 to Ryin =[1.5, 4.5]. After obtaining the
main parameters, the 88 lines SIMP method is used to generate samples with different scales:
6000, 12000, 18000, 24000, and 30000. On the basis of the previous five channels, we take into
consideration the effect of the filter radius. We add a filter radius channel to generate samples with
six channels to detect the performance of the model in response to input changes. The number
of elements in the design domain is 64 x 32, and the number of nodes is 65 x 33. Six channels
for input data are as follows: Channel X: u, is 65 x 33 dimensions. Channel X»: u), is 65 x 33
dimensions. Channel X3: Fy is 65 x 33 dimensions. Channel X4: F), is 65 x 33 dimensions. Channel
Xs: Vy is 64 x 32 dimensions. Channel X4: Ry, is 64 x 32 dimensions. With the label Y (64 x 32
dimensions), each sample can be represented as (X1, X2, X3, X4, X5, X, Y). Since the y direction
is constrained on the lower right, the u, matrix is 1 on the lower right, and the remaining nodes
are 0. For the Ry, channel, these pixel values are the same as the filter radius. The remaining
four channels (uy, Fy, F,, Vy) are obtained in a similar way as discussed on the Cantilever Beam.

F .
Load'reglon

MBB Beam

Y
. Fixed
: Force

. Volume fraction

: Filter radius

XG i Rmr’rr .

Figure 4: Discretization of different channels on the MBB Beam

The training set is used to train the model and find the parameters of the neural network
model. The validation set is used to evaluate the convergence performance of the model training.
The test set is used to provide a final evaluation after the model training process. In order to
train the FPN model effectively and evaluate the model performance accurately, the ratio of the
training set, the validation set, and the test set is 8:1:1 in each dataset, respectively.
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3.2 The Architecture of the Neural Network

According to the characteristics of this study, the input and output channels of the same
design problem are basically fixed. In this section, we will choose one of the two design problems
arbitrarily as the modeling object to describe the details of the network architecture. As shown
in Fig. 5, we took the 65 x 33 x 6 dimensional channel generated by MBB Beam as the input,
obtaining the neural network architecture. Before samples are input into the neural network, the
volume fraction channel and the filter radius channel have been filled from 64 x 32 to 65 x 33
with zero on a row and a column, like the padding process in convolution operation. In this way,
the dimension transformation between upsampling and downsampling of channels with the same
dimension in the FPN network is hard to make mistakes and is convenient for calculation. The
architecture of the neural network is divided into four parts. The explanation is as follows.

Bottom-up pathway: The blue layer represents the bottom-up pathway in Fig. 5. This path is
the process of continuous feedforward calculation of CNN structure. We adopted ResNetl8 as
the main framework of the neural network structure. The structure of the neural network can
be changed on a small scale according to different problems. ResNet with other layers can also
be used to build the framework of the neural network structure. Since the size of the input and
output channels is small in this problem, The FPN using ResNetl8 as the main structure can
meet the requirements. In the bottom-up pathway, as shown in Fig. 3, we use five main layers.

Top-down pathway: The red layer represents the top-down pathway in Fig. 5. By building the
feature pyramid network structure, the low-level features can be improved so that the features on
the higher layer of the pyramid can represent the global semantic features. A top-down pathway
can pass the global semantic features acquired from the high-level down to the low-level, with
lateral connections to improve more accuracy. This process changes the resolution of the channel
from lower to higher. This architecture uses four layers {72, T3, T4, T5} (Fig. 3) in the top-down
pathway.
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Figure 5: The architecture of the neural network for MBB Beam topology optimization datasets
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Lateral connections: Fig. 5 shows that yellow arrows display the process of lateral connections.
Lateral connections can be understood as that the feature map drawn through the top-down
pathway is strengthened with the corresponding bottom-up feature map by element-wise addi-
tion using a 1 x 1 convolutional layer to reduce the channel dimensions. The feature map set
{T2, T3, T4, TS5} obtained by lateral connections has 256 channels. The same channel facilitates
subsequent aggregation changes.

Aggregation: Each level at the top-down pathway is asked to make a prediction and the
feature map is semantically strong at different levels. In order to complete the final prediction
of the optimization structure, it is necessary to aggregate feature maps of these different levels.
Before aggregation, the feature map set {72, T3, T4, T5} becomes the set {S2, S3, S4, S5} with
convolution 3 x 3. In this case, S2, S3, S4, and S5 have the same size and dimension. Then
four layers are aggregated: S = S2+ S3 + S4 4+ S5. Finally, through the convolutional layer, the
dimension is reduced to one. The activation function of the last layer in the network is the sigmoid
function, which changes each value in the channel to between zero and one. The resulting feature
map with a size of 64 x 32 is exactly the predicted optimization structure.

4 Proposed Method

This section will elaborate on the problems to be studied in detail from three aspects, includ-
ing the topology optimization framework of deep learning with physical constraints, physical
constraints, and evaluating metrics of our networks.

4.1 The Topology Optimization Framework Using Deep Learning with Physical Constraints

Due to high computational cost for complex engineering structure design or the lack of
physical performance as discussed in the introduction, the main goal of our work is to obtain
a prediction model that can be used to obtain the optimization structure quickly under different
initial conditions, thus presenting a deep learning model with physical constraints assisted topol-
ogy optimization framework. Fig. 6 illustrates the topology optimization framework using deep
learning with physical constraints so as to get a predicting model. The framework consists of
three main processes: data preparation, model training, and model testing.
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Figure 6: The illustration of the topology optimization framework of deep learning with physical
constraints in the experiment
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Data preparation: With given design problems and condition parameters, the SIMP method is
used to generate a certain number of datasets, which can be used as training sets, validation sets,
and test sets. Two different design problems and different sample scales will be generated to verify
the applicability of the proposed model. It should be considered that these training samples are
evenly distributed in the design space as much as possible for obtaining a more accurate predicting
model.

Model training: The multi-channel matrix generated by condition parameters is taken as the
input to the FPN. The optimized structure generated by the SIMP method serves as the label for
the FPN training. On the one hand, the main part of mapping modeling is seen as an image-to-
image regression task. On the other hand, by adding physical constraints to the loss function, the
modeling process is also a regression task in physical meaning. Weight parameters are iteratively
optimized through gradient backpropagation of the loss function in the network. In this way,
the loss function (Section 4.2) with a physical constraint makes the trained model predict the
optimization structure with a better physical performance. FPN is used for the first time to learn
the inherent law of topology optimization samples. In addition to ensuring the mapping accuracy
of the training set, the trained model is also required to have a good generalization ability to new
samples.

Model testing: When the predicting model is constructed, the accuracy and generalization abil-
ity of the model are tested by predicting the optimization structure with some new samples. The
model can be used to solve the topology optimization problem quickly with a preferable physical
performance. The performance of the test results is also beneficial to adjust the hyperparameters
of the training model in the next stage.

There are three processes where the finite element method (FEM) solver will be needed
throughout the whole experiment. First, in the process of data generation, The FEM solver is one
of the components of the SIMP generator during the iteration process of topology optimization.
Secondly, the FEM solver needs to be used in the calculation of loss function during model
training. Finally, during model testing, the FEM solver is required to calculate the compliance
(C(y)) of optimization structure output by the CNN generator to facilitate the display of the test
results.

4.2 Physical Constraints

When the loss function of model training is only based on the pixel-wise error from image
perspectives, some predicted structural compliance may not meet physical requirements. Therefore,
by introducing physical constraints to the loss function, the model training is an image-to-image
mapping relationship with pixel-wise errors and physical meanings. The addition of physical
constraints can better solve the above problem. In this way, there is one more constraint index
for the model training. In this study, the mean absolute error (MAE) and the mean squared
error (MSE) which are common loss functions for image-to-image regression tasks are feasible.
Considering that the convergence rate of MAE is faster than that of MSE in the use of sigmoid
function, the characteristic allows physical constraints to be added earlier and helps model training
save time better. Therefore, MAE is used as the basis of loss function for the FPN model.

Loss = Loss1 + Loss?2 3)
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For the Loss function, Eq. (3) is constructed as above. It is the sum of Lossl and Loss2.
Loss1l means the mean absolute error and is defined as follows:

Lossl = MAE(Y, Y)

LN
:N;:

j\}gl) _ ygt)

4

N represents the total number of meshes in the design domain. yé") is the predicted value,
and ygl) is the ground-truth value. The function of Lossl is to minimize the margin between the
predicted structure Y and the ground-truth structure Y. This section is a classic image-to-image
regression task and the basic part of model training, which ensures that the model training process
is able to converge. Loss2 is the physical constraint of adding compliance. The definition is shown
as follows:

~ N N 2
C(}A’) - C(Y) )2 — (ZéVZI (yi’)p uzkeue - Zfev:l (ye)p UZkgue> (5)

Lossa=14 ( C(y) Zé\/:l (ve) ulkeu,

C(y) is the compliance of the predicted structure Y, and C(y) is the compliance of the
ground-truth structure Y. As shown in Fig. 6, C(y) and C(y) are calculated by the finite element
method. Loss2 is obtained by constructing C(y) and C(y). The effect of Loss2 is to minimize the
margin between C(y) and C(y) for each sample, which guarantees that the model training process
has physical meaning. In this problem, the physical constraint can be referred to as the compliance
constraint. The prediction model which is high-precision and high-performance is obtained by
adjusting the weight factor A of Loss2 during the model training.

4.3 Evaluating Metrics

In order to evaluate the performance of our model reasonably in this study, we adopt REC,
REYV, and ACC as evaluation metrics, of which REC is the most indicative metric. The three
evaluation metrics are explained as follows:

(1) REC is the relative error between the compliance of the prediction structure Y and the
ground-truth structure Y.

REC = [CH) = C)|
C(y)
N
Loy =) o ulkeu, ©)
e=1
N
CE =Y () il ke
e=1
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(2) REV is the volume relative error between the prediction structure Y and the ground-truth
structure Y.

7]
REV
Ve
' 7
. - )
Vf = N Zye Vf = N j/Q
e=1 e=1

(3) Pixel-wise accuracy (ACC) is a vital evaluation metric in the field of image segmentation.
In this study, we employ it to measure the similarity between two material distribution
maps. As shown in Eq. (8), ng represents the total number of the distribution map pixels
equal to 0. n; represents the total number of the distribution map pixels equal to 1. wy;
stands for the sum of the distribution map points whose ground-truth value and predicted
value are 1. wgp stands for the sum of the distribution map points whose ground-truth
value and predicted value are 0.

ACC = Moot wi (8)
no+n

5 Experiment Results

In this section, we firstly choose two classical topology optimization problems as research
objects to validate the feasibility and efficacy of model training with physical constraints. Then, we
study the relationship between the training dataset scale and the prediction performance. Finally,
we discuss the influence of weight factors on prediction accuracy. In each subsection, we will
demonstrate, explain and discuss the experimental results. The research in this paper is based on
PyTorch 1.4 and the model training uses a single NVIDIA TITAN RTX card equipped with
32 GB of device memory. The optimizer is Adam [49].

5.1 Performance of Model Training with Physical Constraints

In this section, in order to illustrate the effectiveness of the proposed method, we define two
models: Modell (Loss = Lossl) and Model2 (Loss = Loss1 + Loss2). The loss function of Modell
is MAE. The loss function of Model2 has more physical constraints than Modell. According
to some experimental results obtained in the early stage, for better training models, we set the
hyperparameters to the three cases: the number of epochs of 180, the learning rate of 0.01, and
the batch size of 64 for each model. The dataset scale for two classical topology optimization
problems is 6000. We chose the Cantilever Beam from two topology optimization problems as a
representative to illustrate the process and performance of adding physical constraints to the loss
function. The main neural network architecture is similar to Fig. 5, of which the input size is
32 x32x5.

Firstly, we study the training effect of Modell. The loss history curves during the training
and validation are shown in Figs. 7a and 7b. It can be seen from Fig. 7a that the loss function
converges stably in both the training set and the validation set. Moreover, the difference between
the validation loss and training loss is small. The FPN model reaches a relatively stable conver-
gence in the first 100 epochs, and the model converges to the minimum value in the last 80 epochs.
As shown in Fig. 7b, Loss2 is calculated by the ground-truth and the output structure obtained
during Modell training and validation. Note that the value of Loss2 is over 10 and has large
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fluctuation in the beginning. As training goes on, the Loss2 curve tends to converge stably. The
reason for the Loss2 curve with large fluctuation is that when the training has not been completed
the output structure has not been well optimized, resulting in large structural compliance. If
compliance constraint is added to Loss at the beginning of training, the convergence of training
will be affected. Therefore, we adopt the strategy that compliance constraint is added to Loss
when model training (Loss = Lossl) converges to a relatively stable state and Loss2 is the same
order of magnitude as Lossl. This operation prevents a large value of Loss2 from making the
failure of the model convergence at the beginning of the model training.
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Figure 7: The convergence history of Modell and Model2 with compliance constraints. (a) Train-
ing loss and validation loss (Loss = Lossl) on Modell, (b) Training Loss2 and validation Loss2
calculated during Modell training, and (c) Training loss and validation loss on Model2 (the first
100 epochs: Loss = Loss1, and the last 80 epochs: Loss= Lossl + Loss2)
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Fig. 7c illustrates the loss function of Model2 in the training set and validation set. At the
training of 100 epochs, we add Loss2 to the loss function to continue training. Then, the training
process is stopped when the validation loss reaches the minimum value after 180 epochs. From
the history of the Loss curves, the value of Loss increases suddenly and then decreases gradually
to stable. The reason for the curve change is that the model converges in physical meaning after
adding compliance constraints to the training.

After Loss2 is added to the loss function, the finite element analysis is needed for the
calculation of compliance, and each iteration takes a certain amount of time. Therefore, the model
does not incorporate physical constraints at the beginning of model training, which can save a
lot of time and improve training efficiency. Fig. 8 shows the training time of different design
problems with 6000 samples. During the training process on the Cantilever Beam, the training
time of Modell is 3.5 h, and the training time of Model2 is 12.7 h. It can be seen that the
addition of Loss2 requires finite element calculation, which increases the training time by several
times.
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Figure 8: Comparison of training time between Modell and Model2

Fig. 9 shows that the average value of each metric (REC, REV, ACC) is calculated from
the ground-truth and the optimized structure predicted by Modell and Model2 in the validation
set. As can be seen from Figs. 9a and 9b, REC of Modell gradually converges to 0.0275. REC
of Model2 has a slight fluctuation and finally tends to converge to 0.0153 after 100 epochs of
training. The history of REV in both Modell and Model2 is stable, and the REV is finally
obtained as 0.0125 and 0.0083, respectively. The experimental results show that REC and REV
are both getting smaller after adding compliance constraints. what is clearly presented in Fig. 9c is
that the history of ACC obtained by Modell and Model2 converges stably and finally converges
to 0.9856 and 0.9881, respectively. ACC of the two models is basically the same, indicating that
the pixel-wise accuracy of prediction will be improved slightly after adding compliance constraints
to the model. By comparing the above results, it can be concluded that the model with compliance
constraints has better physical performance.
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Figure 9: Metrics comparison of using different Model in the validation set. (a) REC (b) REV (c)
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In Fig. 10, we show some ground-truth and predicting structures, of which metrics listed
on both sides. After the training process is completed, in order to better retrieve the binary
nature of the solution in the test phase, element density values greater than 0.5 are set as 1,
and element density values less than 0.5 are set as 0. In Section (a) of Fig. 10, It can be seen
that the most optimized structure predicted by Model2 is better than the optimized structure
predicted by Modell in terms of REC, REV, and ACC. The red circle emphasizes the part
of prediction structures in Fig. 10, which is a different part relative to the ground-truth or
is structure disconnections. Yu et al. [47] proposed the model which provided some structural
disconnections in some cases. In our study, the issue of structural disconnections is still present
in Modell. However, the problem is effectively reduced in Model2, although 6000 samples are
used by Model2. We use the same sample scales, steps, and methods to study the MBB Beam.
The results obtained from the experiment are shown in Section (a) of Fig. 10. By comparing the
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results, it is found that the test performance on the MBB Beam is similar to that on the Cantilever
Beam. Therefore, it can be concluded that model training with compliance constraints can improve
the physical performance of the prediction results. The proposed method has high prediction
accuracy and physical performance in both problems, indicating that the proposed model has good
applicability.
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Figure 10: Comparison of prediction between Modell without compliance constraints and Model2
with compliance constraints. (a) Cantilever Beam, (b) MBB Beam
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5.2 The Relationship between the Training Dataset Scale and the Prediction Performance

In order to discuss the relationship between the training dataset scale and the prediction per-
formance in this section, Sample sets with different data scales (6000, 12000, 18000, 24000, 30000)
generated in Section 3.1 are used for training models where two classical topology optimization
problems are selected: Cantilever Beam and MBB Beam. Each Cantilever Beam sample consists
of five channels and a sample label. And each MBB Beam sample consists of six channels and
a sample label. These experiments use samples with different channel numbers to test the flexible
learning ability of the model and the adaptability of the network for various boundary constraints.

The results of Modell are summarized in Tab. 1. As shown in the green bar chart in Fig. 11,
for two design problems, the changing trend of metrics can be clearly obtained in the test set.
The number of MBB Beam samples increases proportionally from 6000 to 30000. REC gradually
fells from 0.0163 to 0.0071. REV decreases from 0.0078 to 0.0044. ACC increases slowly from
0.9855 to 0.9912. Similarly, the sample scales of Cantilever Beam grow from 6000 to 30000. REC
gradually fells from 0.0275 to 0.0145. REV decreases from 0.0125 to 0.059. ACC increases slowly
from 0.9856 to 0.9902. From the test results of two design problems, the prediction accuracy of
models is improved in general with increasing sample scales. It indicates that the larger number
of samples is given, the better prediction accuracy of models can be obtained. This performance
naturally conforms to the conclusion that the CNN model trained by more training data has
better performance while keeping the other parameters constant.

Table 1: The performance of the trained Modell predicting optimization structures in the test set,
including two design problems

Design problems Samples Modell
REC REV ACC

MBB Beam 6000 0.0163 0.0078 0.9855
12000 0.0107 0.0057 0.9889
18000 0.0086 0.0051 0.9905
24000 0.0077 0.0046 0.9909
30000 0.0071 0.0044 0.9912

Cantilever Beam 6000 0.0275 0.0125 0.9856
12000 0.0232 0.0112 0.9871
18000 0.0206 0.0093 0.9890
24000 0.0162 0.0072 0.9897

30000 0.0145 0.0059 0.9902




CMES, 2021, vol.128, no.3 841

0.03 0.014 T T T T T T T 1
I Model1 I Model1 I Model1
0.025 I Model2 ooz Bl Model2||  0.995 0,612/ M8 Model2
0.01 1 0.99050-9909 __ 0.9904 0.9910
0.02} 0.99 0.9889
0.0163 > 0008} 00078 b oo s
w 0.015 0.0057 Q 0.985
= 0.0107 & 0.006 00051 g0sq  0-0054 | <
. 0.0 {0046, 1044 [ 0.0046
0.01 8 so77. . 0.0085 0.98
00775 6971 g 0.0073 0.004 1
0.005 0.002 | 0.975
0 0.97
B6K 12K 18K 24K 30K BK 12K BK 12K 18K 24K 30K BK 12K BK 12K 18K 24K 30K 6K 12K
MBB Beam Samples MBB Beam Samples MBB Beam Samples
0.03 e : - 0.014 : : 1 : :
i I Model1 0.0125 I Model1 I Model1
0.025 B Model2 0.012 I Model2| | 0.995 I Model2| 1
0.01 0.9897 0.9902  0.9905
R 0.0083 0.99 0.9890 0.9881
" 0.0162  0.0153 0.008 1 o 5
W 0015} 0.0145 o 0.0141 ] O 0.985
o 4 0.008 ] <
0.01 0.98
0.004
0.005 0.002 0.975
0 0.97
6K 12K 18K 24K 30K 6K 12K 6K 12K 18K 24K 30K 6K 12K BK 12K 18K 24K 30K 6K 12K

Cantilever Beam Samples Cantilever Beam Samples Cantilever Beam Samples

Figure 11: Performance on the MBB Beam and Cantilever Beam using different sample scales for
different models. (a) REC (b) REV (¢) ACC

The results of Model2 are summarized in Tab. 2 and are visualized as the blue bar chart in
Fig. 11. In Tab. 2, we can observe that Model2 which uses the larger sample scale on different
design problems will get better prediction accuracy. The same conclusion is shown in Tab. 1. REC,
REYV, and ACC of the Model2 trained with 6000 samples of Cantilever Beam are respectively
0.0153, 0.0083, and 0.9881. Compared with Modell, it can be apparently observed that the
prediction performance of Model2 has seen a big improvement by 44.36%, 33.60%, and 0.2536%
in terms of REC, REV, and ACC, respectively. Similarly, REC, REV, and ACC of the Model2
trained with 6000 samples of MBB Beam are respectively 0.0085, 0.0054, and 0.9904, with a big
improvement by 47.85%, 30.76%, and 0.4972% than Modell. The general trend is also seen in
12000 samples. Hence it can be concluded that the inclusion of compliance constraints improves
the prediction accuracy of the trained model. In addition, this phenomenon is reflected in two
different design problems, which indicates that the model has good applicability for different
design problems.
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Table 2: The performance of the trained Model2 predicting optimization structures in the test set,
including two design problems

Design problems Samples Model2
REC REV ACC
MBB Beam 6000 0.0085 0.0054 0.9904
12000 0.0073 0.0046 0.9910
Cantilever Beam 6000 0.0153 0.0083 0.9881
12000 0.0141 0.0065 0.9905

Another interesting observation is that the metric performance of Model2 with 6000 samples
has reached that of Modell with 24000 samples on Cantilever Beam. Similarly, the metric perfor-
mance of Model2 with 6000 samples is close to that of Modell with 18000 samples on Cantilever
Beam. The explanation is, models trained with compliance constraints also converges in physical
meaning leading to model training more effective. Therefore, we can draw a conclusion that the
predicted performance of the Model2 trained by small samples with compliance constraints can
reach that of the Modell trained by large samples without compliance constraints.

As shown in Section (a) of Fig. 12, the comparison between the ground-truth and the
optimization structure predicted by the Modell trained by 18000 samples and the Model2 trained
by 6000 samples on the MBB Beam. Section (b) of Fig. 12 shows some similar results on the
Cantilever Beam, of which Modell is obtained by 24000 samples and Model2 is obtained by 6000
samples. It can be found that the structures obtained from the proposed model almost coincide
with the ground-truth results. By comparing metrics of the structures, the predicting performance
of Model2 trained on a small number of samples is the same as the predicting performance of
Modell trained on a large number of samples. It can be verified that model training with physical
constraints is more effective. Models with physical constraints require a smaller number of samples
to achieve better predicting performance. For different design problems, the performance of the
model training with physical constraints has a slight change.
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Figure 12: Comparison of prediction results between Modell with a larger number of samples and
Model2 with a smaller number of samples. (a) Modell using 18000 samples and Model2 using
6000 samples on the Cantilever Beam, (b) Modell using 24000 samples and Model2 using 6000
samples on the MBB Beam
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5.3 The Relationship between the Weight Factor and the Prediction Performance

Although model training with compliance constraints is proven to be effective, it is worth
investigating the effect of loss function with different proportions constraints. Thus, a Cantilever
Beam dataset with the number of 6000 is selected to test the effect of different weight factors in
this section. The goal is to find a better weight factor that helps to get a model with a a better
generalization ability. The investigated loss function is expressed as Eq. (3).

We designed different proportions constraints (A = {0, 1, 5, 10, 15, 20, 25}) to test performance
of the proposed model. The experimental results for different weight factors are illustrated in
Fig. 13. When the value of A goes from 1 to 10, the prediction performance of Model2 gradually
gets better. When the value of A goes from 10 to 25, the prediction performance of Model2 starts
to decline. As seen in Fig. 13. the results show that when the weight factor is achieved as A =10,
the trained model achieves the best performance with 0.0153, 0.0083, and 0.9881 in terms of REC,
REYV, and ACC, respectively. Fig. 14 shows the influence of different weighting factors directly on
the final predicted design. As can be seen from Fig. 14, although there is no obvious change in
the designs, the overall trend of metrics (REC, REV, ACC) first gets better and then gets worse.
Most design metrics are better at A = 10. The reason for the changing trend can be explained as
follows. As the compliance constraint value increasing, the effect is not obvious when the weight
factor (1) is small. The improved performance of the trained model is also limited relatively. Thus,
the performance of model training increases with the increase of compliance constraints. As the
compliance constraint continues to increase (A > 10), the value of Lossl can be ignored relative to
the value of Loss2, indicating that Lossl of pixel-wise error does not play a major role in model
training. In this situation, the performance of model training begins to decrease. It is also possible
to infer that model training that relies mainly on compliance constraints does not lead to better
convergence. Therefore, it is significant to find an appropriate weight factor between pixel-wise
errors and physical constraints for each prediction model. How to select the weight factors for
model training. Subsequent work can consider self-adaptive strategies that the hyper-parameter A
value can be used as a variable optimized by the network itself.
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Weight factor(i) 0 1 5 10 15 20 25
Designs , J ’ ' ’ " , s , I ’ ' ’
REC 0.347 0.033 0.011 0.004 0.038 0.043 0.035
REY 0.058 0.013 0.016 0.003 0.026 0.010 0.016
ACC 0.939 0.963 0.991 0.995 0.963 0.968 0.979
Weight factor(i) 0 1 5 10 15 20 25
REC 0.004 0.002 0.001 0.001 0.003 0.003 0.006
REV 0.009 0.013 0.012 0.003 0.010 0.003 0.019
ACC 0.980 0.991 0.990 0.998 0.993 0.991 0.985
Weight factor(i) 0 1 5 10 15 20 25
REC 0.005 0.002 0.002 0.001 0.003 0.002 0.003
REV 0.010 0.014 0.012 0.004 0.000 0.002 0.012
ACC 0.958 0.956 0.982 0.988 0.949 0.966 0.967
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Designs
REC 0.016 0.004 0.005 0.002 0.003 0.006 0.011
REV 0.005 0.005 0.010 0.002 0.007 0.005 0.005
ACC 0.982 0.988 0.994 0.997 0.991 0.982 0.975
Weight factor(i) 0 1 5 10 15 20 25
REC 0.376 0.430 0.013 0.008 0.256 0.465 0.368
REV 0.012 0.016 0.004 0.002 0.004 0.008 0.015
ACC 0.907 0.902 0.993 0.993 0.899 0.910 0.925

Figure 14: Optimized cantilever designs corresponding to different weight factors (1) obtained
from CNN models with physical constraints

6 Conclusion and Future Work

In this paper, we use the feature pyramid network for the first time as a mapping model for
topology optimization design. At the same time, physical constraints are firstly added to CNN
models to accelerate the solution of topology optimization, of which we adopt the proper strategy
that physical constraints are reasonably added to the loss function to achieve a balance between
the training cost and the training effect. According to the obtained results, it is concluded that the
model training with physical constraints is able to reduce structural disconnection cases and ensure
high accuracy results with a good physical performance. Besides, two classical topology optimiza-
tion problems with different sample scales are selected to conduct experiments to demonstrate the
feasibility of adding physical constraints. A general trend can be obtained that larger-scale data for
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model training can acquire better model prediction performance despite some metric fluctuation
on the test set.

Compared with the traditional topology optimization method, the proposed method can
quickly predict the optimization structure without any iterations. Compared with most methods
of neural networks accelerating topology optimization, this method achieves a prediction model
with better physical performance. The major contribution of the paper is the capability of the
proposed approach, which can significantly improve the physical performance of the prediction
structure. And the method requires a small number of samples to obtain the high-precision
prediction model. Furthermore, FPN has the advantage that the input form can be changed
flexibly according to different design problems.

In future work, we will extend the current method to solve 3D topology optimization prob-
lems. The weight factor of physical constraints will be studied further by adopting different tuning
methods in the reasonable design. In addition, it is also an important direction to train high-
precision models with fewer samples. The proposed method is an innovative and valuable attempt
to use deep learning technology to guide topology optimization in the rapid preliminary design
and accelerate the application of topology optimization technology in intelligent design.
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