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Abstract: In recent years, the Internet of Things technology has developed
rapidly, and smart Internet of Things devices have also been widely popularized.
A large amount of data is generated every moment. Now we are in the era of big
data in the Internet of Things. The rapid growth of massive data has brought great
challenges to storage technology, which cannot be well coped with by traditional
storage technology. The demand for massive data storage has given birth to cloud
storage technology. Load balancing technology plays an important role in improv-
ing the performance and resource utilization of cloud storage systems. Therefore,
it is of great practical significance to study how to improve the performance and
resource utilization of cloud storage systems through load balancing technology.
On the basis of studying the read strategy of Swift, this article proposes a reread
strategy based on load balancing of storage resources to solve the problem of unba-
lanced read load between interruptions caused by random data copying in Swift.
The storage asynchronously tracks the I/O conversion to select the storage with
the smallest load for asynchronous reading. The experimental results indicate that
the proposed strategy can achieve a better load balancing state in terms of storage
I/O utilization and CPU utilization than the random read strategy index of Swift.

Keywords: The Internet of Things; cloud storage; Swift; load balancing;
scheduling algorithm

1 Introduction

With the rapid development of the Internet of Things technology and the popularization of smart mobile
terminal devices, massive amounts of data are being generated at all times, marking that it has now entered
the era of big data [1,2], and posing a huge challenge to storage systems. However, traditional storage
technology cannot respond well to the demand for massive data storage, cloud storage technology thus
has emerged at the historic moment [3,4]. At present, there are many new cloud storage systems with
high scalability such as Swift [5,6]. Swift, an object storage sub-project of OpenStack, provides cloud
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storage services that store and retrieve large amounts of data through simple RESTful APIs. Its goal is to
provide data storage with high scalability, high availability, and high durability [7,8].

As a cloud storage system, Swift can better meet the needs of massive data storage capacity, but its
system performance and resource utilization still need to be urgently optimized. In Swift, when a user
requests to download an object, the proxy server first finds the storage queue where all copies of the
object are located from the object ring according to the consistent hash algorithm. Then it uses an
algorithm to randomly sort these binaries, and finally reads the data on the storage array according to the
sorted order. It is possible to assign many read requests to a single storage system because it is random
without considering the difference in the performance of the storage subsystems, making the response
speed of the system directly affected by busy equipment and other problems. The storage routine of the
copy of the object may have a relatively large upper limit, resulting in a load imbalance. When the load
is unbalanced, it will cause a waste of system resources, and also affect the response time and throughput
of the whole system, resulting in poor user experience. To solve this problem, a better method is needed
to allocate read requests, reasonably use the resources of the cloud storage system, achieve load balancing
during reading, and improve the availability of the entire cloud storage system.

Based on the above analysis, this paper proposes a read strategy based on load balancing of storage node
resources. Under this strategy, the proxy node selects the storage node with the least load for reading based on
the I/O utilization rate received from the storage node in real-time. The experimental results show that this
strategy can achieve a better load balancing state in terms of storage I/O utilization and CPU utilization than
the random read strategy index of Swift.

2 Related Work

The research progress of load balancing technology is described in this section. Load balancing is
mainly used to expand the bandwidth of the system, improve its resouce utilization, reduce its response
time, avoid a single point of failure in the system, and enable users to obtain relatively consistent access
quality no matter where they are [9].

DNS load balancing is the first load balancing technology used at present. The same domain name
corresponds to multiple IPs on the domain name server. When a user initiates a request, the domain name
will be resolved by the domain name server to a different IP address, and the user request will also be
distributed to different servers for processing [10]. The DNS load balancing scheme is relatively simple
to operate, but it also has some disadvantages. First, the polling algorithm is used for resolving the
domain name to the server, and load distribution cannot be performed based on the difference in server
processing capabilities. In this case, the worst-performing server in the cluster will become the bottleneck
of the system, and the server with strong processing capability will not function well. Second, when a
host server is unavailable due to a failure, user requests will still be distributed to the server, but the
server cannot respond to user requests. At this time, the server needs to be removed from the DNS
settings. The modified settings will not take effect after a certain period of time because there are multiple
domain name servers between the user and the domain name server, and there are caches on the domain
name servers. During this period, none of the requests assigned to the server can be responded to.

Many researchers have proposed improvements to load balancing scheduling algorithms for specific
application scenarios and different goals in their research on load balancing scheduling algorithms. Sun
et al. believe that the traditional static load balancing scheduling algorithm may cause a large difference
in the CPU utilization of the backend server. According to the CPU and memory usage of the server, they
proposed a genetic algorithm-based load balancing scheduling algorithm [11]. The difference in CPU
utilization of the back-end servers in this algorithm is less than 35%. To overcome the shortcomings of
the traditional genetic algorithms such as local convergence and premature, Yang et al. [12] proposed a
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load balancing scheduling algorithm based on an adaptive niche genetic algorithm to reduce the average
response time of the system. Li et al. [13] proposed a load balancing scheduling algorithm based on the
ant colony algorithm to achieve the load balancing of cloud computing resources through the adaptive
heuristic information of ant colony. Aiming at the deficiencies of the traditional ant colony algorithm
such as single pheromone, single population, prone to premature stagnation, and slow convergence, Shi
et al. [14] proposed a load balancing algorithm based on an improved polymorphic ant colony by adding
elite ant pheromone and local optimization pheromone based on traditional ant colony algorithm and
using local detection and global search methods to make different types of ant colonies work together. Hu
et al. [15] proposed a consistent hash load balancing scheduling algorithm based on dynamic feedback by
combining the dynamic feedback mechanism and the consistent hashing algorithm to achieve the real-
time adjustment of the server load so that the system could achieve a load balancing state. Wang et al.
[16] proposed a grid workflow task scheduling algorithm based on load balancing, which focused on the
prediction of node load weights, mainly for the optimization of grid system. Tan et al. [17] proposed to
evaluate the load of the server using the group decision analytic hierarchy process while establishing a
load prediction model using a neural network and then combined the weighted round-robin algorithm
with the load prediction model to propose a dynamic load balancing scheduling algorithm. The algorithm
calculates and updates the weight of the server according to the results of load prediction. In terms of the
scheduling time span and resource load balance, Lu et al. [18] proposed a trust-driven resource load
balancing scheduling algorithm to improve the load balance of system resources. Wang et al. [19]
proposed a dynamic load balancing algorithm based on the division of task type. User requests are
divided into CPU consumption and I/O consumption according to their resource consumption. The load
balancing scheduler allocates load according to the request type to improve system throughput.

3 Load Balancing Read Strategy Based on Swift Storage Node Resources

3.1 Strategy Design

In Swift, to achieve reliable data storage, the same data will be stored in three copies by default, and to
avoid data loss caused by a failure of a storage node, three copies of the data will be stored separately in
different areas. Here, the area is a logical concept, which can be a rack or a data center. Therefore,
different copies will not be stored on the same storage node but will be stored on different storage nodes.
Swift’s read strategy is to randomly select a storage node to read after obtaining all the storage nodes of
the data copy. This is likely to result in some storage nodes reading with too many requests, while others
are relatively idle, resulting in an unbalanced load. The key to the improvement strategy proposed in this
paper is to make use of the characteristics of replicas on different storage nodes to allocate read requests
more reasonably, so as to achieve the purpose of rational use of resources and load balancing.

The improvement strategy proposed in this paper mainly includes load information collection module
and sorting module.

(1) Load information collection module.

The main function of the load information collection module is to collect the load information of the
storage node. When a user makes requests, the proxy node will first accept the user’s request, then find
the specific storage node where the user’s request object is located according to the consistent hash ring,
and finally submit the request to the storage node for processing. Therefore, the specific processing of
data is implemented on the storage node. The specific operations of data mainly include data storage and
data reading, and these operations are inseparable from the disk. When the disk is idle, data reading is
faster, and vice versa. Therefore, this paper proposes indicators based on I/O substitution. The storage
stack collects its own disk I/O at regular intervals and feeds it back to the proxy agent.
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(2) Sorting module.

There are multiple copies of data in Swift. When a user initiates a download request, the specific storage node
to access to read is selected by the proxy node. In the reading strategy proposed in this paper, the proxy server
selects the storage routine with the smallest disk I/O for reading. The proxy node then maintains a list of the IP
addresses of the storage node and the disk I/O utilization of the storage node. When the disk I/O utilization rate is
received from the storage node, the list will update the corresponding the Disk I/O utilization of the storage node.
When the proxy node receives the download request from the user, it obtains the storage node where all copies of
the object are located by querying the consistent hash ring. The storage node where the object copy is located is
then sorted according to the disk I/O utilization in the storage node information list maintained by the agent node.
Finally, the data is read according to the sorted storage node order. If the reading is successful, the result is directly
returned, if it fails, the data is read from the second storage node in the list. And the rest can be done in the same
manner. The reading of the improvement strategy is shown in Fig. 1.

Load balancing read strategy based on Swift storage node resources.

Proxy node Storage node

User download request

The agent node obtains 
the partition number of 
the object through the 

query ring

Get the storage node of 
all copies of the object 

by the partition number

Select one from the 
sorted storage node list 

to start reading

Read 
successfully?

Return data to the user

Is the last copy?N

N

Y

Read failed

Y

The proxy node accepts 
the I/O load information 

of the storage node

Update the I/O load 
information list of the 

storage node

Storage node try to 
collect I/O load 

information

Send I/O load 
information to the agent 

node

Figure 1: Diagram of reading strategy based on storage node resource load balancing
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3.2 Strategy Implementation

The implementation of the Swift reading strategy based on the load balancing of storage node resources
mainly includes an I/O load information collection module, a communication module, and a sorting module.
The relationship of each module is shown in Fig. 2.

(1) Load collection module.

The load information in this paper refers to the I/O utilization of disk. Under Linux, the iostat command
is used to monitor the I/O status of the system, and the disk utilization can be viewed through the iostat-x
command, as shown in Fig. 3.

where %util represents the ratio of all processing I/O time to the total statistical time during the statistical
time. For example, if the statistical time is 1 second, and 0.0173 seconds are processing I/O in the above
figure, then %util = 0.0173/1 = 1.73%. The larger the %util, the busier the disk.

(2) Communication module.

The communication module includes server and client, and the client runs on the storage node, collects
its own disk utilization in real time, and then calls the SendLoad (IP, load) method to send its own disk
utilization to the server. The server runs on the agent node and maintains a storage Node List of storage
node information. The list contains IP and load fields. The server has registered the SendLoad IP, load)
method. When the client calls this method, the load information of the corresponding IP in the storage
Node List will be updated. The server also registers a GetLoad() method, which can be called to get
storage node information storage Node List.

(3) Sorting module

According to the download request of the user, the proxy node obtains a list of nodes of all storage nodes
of a copy of the requested data by searching the ring. The number of storage nodes included in this list is the
number of copies. The structure diagram of the storage node is shown (this diagram is above), which contains
the IP information of the storage node. The storage node information storage Node List maintained by the
agent node can be obtained by calling the GetLoad() method. Then the storage node list nodes are sorted in an
ascending order according to the load size of the storage node in the storage Node List, so that the storage
node with a small load is sorted to the front of the list, and the storage node with a large load is sorted to the
back of the list. Then the system will prioritize the allocation of read requests to the storage node with the
least load.

Load collection 
module

Communication 
module

Sorting module

Figure 2: The relationship between the modules of the improved read strategy

Figure 3: I/O usage
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4 Experiment and Result Analysis

4.1 Experimental Environment Construction

According to the three-copy storage strategy advocated in Swift, the experimental deployment
includes authentication nodes, proxy nodes, storage nodes, and test clients. The experimental environment
is shown in Tab. 1.

4.2 Experimental Results and Analysis

In the Swift cloud storage system, I/O utilization, CPU utilization, and network outflow rate can well
represent the resource load status of storage nodes. In this paper, I/O utilization, CPU utilization, and
network outflow rate are used to compare the resource load balance of storage nodes in Swift’s read
strategy and the improved read strategy.

The experimental scenario is to read Swift itself after randomly sorting the storage nodes in the
replication list, and to read the storage nodes in the replication list after sorting according to the I/O load
conditions proposed in this paper

In the experiment, the number of concurrent users was 5, 10, 15, 20, 30, 40, and 50, and the file size
downloaded by users was 30M and 50M, respectively. The number of users increased gradually, with an
increase interval of 2s and 3s, respectively. In the strategy proposed in this paper, the I/O load
information of the storage node was collected every two seconds and the load information was reported
to the agent node. It was used by the proxy node to select the storage node from which to read the replica
for reading. The following table shows the time required for downloading (unit: s):

Taking 50 concurrent users as an example, the Swift read strategy proposed in this paper was compared
with the read strategy based on load balancing of storage node resources under the scenario of downloading
files of different sizes and time intervals, I/O utilization, CPU utilization, and network outflow rates.

A file with a size of 30M was downloaded, the number of users was increased every two seconds till
there were 50 users. According to the I/O load proposed in this paper, the I/O utilization, CPU utilization,
speed and network outflow rate of storage nodes are shown in Fig. 4.

A file with a size of 30 M was downloaded, the number of users was increased every three seconds till
there were 50 users. According to the I/O load proposed in this paper, the I/O utilization, CPU utilization,
speed and network outflow rate of storage nodes are shown in Fig. 5.

A file with a size of 50 M was downloaded, the number of users was increased every two seconds till
there were 50 users. According to the I/O load proposed in this paper, the I/O utilization, CPU utilization,
speed and network outflow rate of storage nodes are shown in Fig. 6.

A file with a size of 50M was downloaded, the number of users was increased every three seconds till
there were 50 users. According to the I/O load proposed in this paper, the I/O utilization, CPU utilization,
speed and network outflow rate of storage nodes are shown in Fig. 7.

Table 1: Experiment environment

Machine IP Deployment service Description

172.29.132.51 Object Server, Container Server, Accoount Server Storage node

172.29.132.52 Object Server, Container Server, Accoount Server Storage node

172.29.132.53 Keystone, Proxy Server, Object Server, Container
Server, Accoount Server

Authentication nodeProxy node,
Storage node

172.29.132.55 Test client Test client
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According to the above experimental results, if a storage node was randomly selected for reading in
Swift, some storage node I/O utilization and CPU utilization were too high, while some other storage
node I/O utilization and CPU utilization rate were relatively low, resulting in a waste of resources. The
resource load balancing read strategy based on I/O utilization proposed in this paper will not cause the
I/O utilization and CPU utilization of some storage nodes to be too high, while the I/O utilization and
CPU utilization of other storage nodes When the rate is too low, the I/O utilization and CPU utilization of
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Figure 4: I/O utilization, CPU utilization and network outflow rate at 30M/2s
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each storage node is relatively close. It shows that the resource load balancing read strategy based on I/O
utilization has a good effect on I/O resource and CPU resource load balancing.

From the above results, it can be found that the network outflow rate of storage node 3 was always very
high. The reason is that storage node 3 had good machine performance and acted as a proxy node. All the data
were returned to the user through the proxy node. Additionally, the network outflow rate of storage node
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Figure 5: I/O conversion, CPU utilization, and network conversion rate at 30M/3s
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3 itself in the improved read strategy was higher than that that in Swift’s own read strategy, indicating that
proxy node 3 received more read requests because the improved read strategy allocated user requests
according to the utilization status of storage I/O. The I/O performance of storage node 3 was better than
that of storage node 1 and storage node 2, so more requests were allocated, also implying that the reading
strategy proposed in this paper is also effective in scenarios with different storage node performances.
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Figure 6: I/O utilization, CPU utilization, and network outflow rate at 50M/2s
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It can be seen from Tab. 2 that the download time of the resource load balancing read strategy based on
I/O utilization is less than the random read time of Swift, but the improvement is not significant. The reason is
that the network speed during downloading has reached the bandwidth limit, which has become the
performance bottleneck of the system, so the download time is not significantly improved.
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Figure 7: I/O utilization, CPU utilization, and network conversion rate at 50M/3s
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5 Conclusion and Discussion

This paper mainly studied the reading strategy in Swift. First, by analyzing the implementation of data
reading process, we found that Swift stored multiple copies and needed to specify the storage node to read the
copy. The copy reading strategy adopted by Swift is a random choice without considering the resource load
of storage nodes. To address this issue, this paper proposed a reading strategy based on I/O load information.
According to the feedback on I/O utilization rate from the storage node, the storage node with the least I/O
utilization rate is selected for providing the data copy requested by users, which solves the problem that some
storage nodes are overloaded while other storage nodes are lightly loaded due to the random selection of data
reading strategy in Swift. The experimental results show that, compared with the original data reading
strategy in Swift, the strategy based on load balancing of storage node resources proposed in this paper
can make the resource load of storage nodes more balanced.

The next step of the research can start from data migration such as monitoring the storage capacity of
storage nodes to avoid excessive capacity of some storage nodes and low capacity of others and migrating the
data to the storage nodes with larger capacity to balance their storage load.
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