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Abstract: Requirements engineering (RE) is among the most valuable and critical
processes in software development. The quality of this process significantly
affects the success of a software project. An important step in RE is requirements
elicitation, which involves collecting project-related requirements from different
sources. Repositories of reusable requirements are typically important sources
of an increasing number of reusable software requirements. However, the process
of searching such repositories to collect valuable project-related requirements is
time-consuming and difficult to perform accurately. Recommender systems have
been widely recognized as an effective solution to such problem. Accordingly,
this study proposes an effective hybrid content-based collaborative filtering
recommendation approach. The proposed approach will support project stake-
holders in mitigating the risk of missing requirements during requirements elicita-
tion by identifying related requirements from software requirement repositories.
The experimental results on the RALIC dataset demonstrate that the proposed
approach considerably outperforms baseline collaborative filtering-based recom-
mendation methods in terms of prediction accuracy and coverage in addition to
mitigating the data sparsity and cold-start item problems.

Keywords: Requirements engineering; recommender systems; requirements
elicitation; collaborative filtering; content-based filtering

1 Introduction

Requirements engineering (RE) is a critical phase in software development. It is an iterative process of
eliciting, analyzing, specifying, validating, and managing the requirements of stakeholders. RE is an error-
prone and time-consuming process, and it is considered one of the key reasons for the success of a project. A
poor RE process in a software project may 1) cause important deadlines to be missed, 2) increase costs that
can surpass the project’s budget, or 3) lead to project failure due to missing or incomplete requirements [1,2].

Requirements elicitation is one of the important activities in RE. It involves the discovery and collection
of a stakeholder’s needs and expectations from different sources. Failure to determine software requirements
may potentially lead to missing requirements; the latter is among the major causes of software project failure.
Requirements reuse has been recognized as an effective elicitation technique that can enhance quality
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specifications for software requirements. Requirements reuse aims to gather requirements that have been
specified for previous projects and then use them in new related projects with similar goals and
functionalities. The benefits of reusing requirements are as follows: 1) improvement in requirements
elicitation efficiency in terms of saving time and cost; 2) reused requirements are easier to understand;
3) faster time to market; 4) reused requirements exhibit higher quality, and they are complete and easy to
verify; and 5) lower development cost because it enables the reuse of designs, codes, and tests [3].
Therefore, requirements reuse can increase the success rate of software projects by supporting RE
stakeholders in mitigating the risk of missing requirements through the identification of all possible
requirements of the software under development.

Consequently, the demand for applying intelligent techniques to support stakeholders in effectively
identifying and reusing requirements is high and imperative. In particular, recommender systems (RSs)
are considered effective intelligent techniques that can support software stakeholders to work effectively
in a number of RE processes, particularly supporting stakeholders in requirements elicitation [2,4–7]. RSs
are recognized as efficient knowledge-filtering tools for addressing the information overload issue in
various real-world applications, including e-commerce, e-learning, e-health, e-government, e-tourism,
e-entertainment, and e-library. RSs assist in retrieving the most suitable items (e.g., requirements, movies,
business partners, websites, restaurants, hotels, learning courses, books, and jobs) for a particular user
(e.g., stakeholder, buyer, business, tourist, learner, and employer) from a substantial amount of items by
utilizing the user’s historical records to predict his/her interest in an item [8–14].

Various recommendation methods have been widely used to implement RSs. The most well-known
recommendation methods are collaborative filtering (CF)-, content-, knowledge-, and hybrid-based
recommendation methods. CF-based recommendation methods utilize user–item interactions to provide
recommendations to users on the basis of user–user or item–item similarities. These methods can be
divided into memory-based and model-based CF techniques. Memory-based CF techniques can be further
divided into user-based and item-based CF techniques. User-based CF provides recommendations to users
of items that have been liked by similar users with similar interests. Item-based CF provides
recommendations to users of items that are similar to those that they have liked in the past. Different
metrics can be applied to calculate similarity among users or items. These metrics include Pearson
correlation, constrained Pearson correlation cosine similarity, and adjusted cosine similarity. Content-
based recommendation methods analyze the description of items from a user profile to make
recommendations. They work by first comparing the attributes of potential items with those of the items
listed in the user profile. Then, potential items that are highly similar to the items in the user profile are
recommended. Knowledge-based recommendation methods consider functional knowledge about users,
items, and their relationships to make recommendations. Hybrid-based recommendation methods integrate
two or more recommendation methods to utilize their advantages and eliminate their weaknesses. In
practice, many hybrid recommendation methods combine CF- and content-based methods, including
item-based and user-based CF with content-based filtering [13,15].

In summary, the major contributions of this research are as follows.

1. An effective hybrid content-based collaborative filtering (HCBCF) recommendation approach is
developed to support project stakeholders in mitigating the risk of missing requirements during
requirements elicitation.

2. The HCBCF approach is a powerful and intelligent tool for reducing the effect of the information
overload problem that is encountered during the process of identifying all potential related
requirements of the software under development from repositories with a large number of reusable
requirements.
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3. The HCBCF approach incorporates two recommendation methods: item-based CF and content-based
filtering. It utilizes the content information of items to enhance recommendation performance and
reduce the effects of the data sparsity and cold-start item problems when adequate rating data are
unobtainable.

4. The experimental results demonstrate that the HCBCF approach considerably outperforms
benchmark collaborative filtering-based recommendation approaches in terms of prediction
accuracy and coverage in addition to alleviating the data sparsity and cold-start item problems.

The remainder of this paper is structured as follows. Section 2 presents related work in this field.
Section 3 describes the proposed HCBCF approach. Section 4 provides the experimental evaluation of the
HCBCF approach compared with baseline CF-based recommendation methods. Section 5 presents the
research conclusions and plans for future work.

2 Literature Review

Survey studies have been conducted regarding the adoption of RSs to support various RE activities, such
as stakeholder identification, requirements elicitation, requirements prioritization, requirements negotiation,
and release planning [2,6,7,16–19].

Stakeholder recommendation is a significant activity during the early stage of an RE process because a
low degree of user participation leads to project failure. One example is the StakeNet approach proposed by
Lim et al. [20] that utilizes social network analysis to produce recommendations for project stakeholders. In
StakeNet, an initial set of stakeholders are invited to recommend other stakeholders and identify their roles
that can influence or be influenced by a software project. This information is then used to construct a social
network in which nodes represent stakeholders and links between nodes represent recommendations
expressed by stakeholders. The social network is used to prioritize stakeholders who will be included in
the project on the basis of their project influence by using different social network measures. An
extension of this work, known as StakeRare, was proposed in Lim et al. [21]; in StakeRare, a CF-based
RS is developed to discover and prioritize requirements in large software projects. The identified
stakeholders are then asked to select and rate an initial set of requirements. Subsequently, the CF-based
approach is used to recommend other relevant requirements. Finally, the recommended requirements are
prioritized using the stakeholders’ ratings weighted by their project influence in the social network. Hariri
et al. [22] highlighted two applications of the implementation of RSs in RE. The first application supports
requirements discovery in online discussion forums by recommending relevant discussion topics to
stakeholders and expert stakeholders for each specific topic. The second application utilizes product
information from publicly available websites to build an RS that can recommend domain-specific features
for a specific product.

With regard to requirements elicitation, Portugal et al. [23] presented a content-based RS for GitHub
projects to address the time-consuming task of manually examining related projects. The proposed system
utilizes natural language processing techniques on the information found in GitHub’s README.TXT to
recommend related GitHub projects to existing projects under development. AlZu’bi et al. [24] proposed
an efficient RS that extracts rules from user requirements based on an a priori algorithm to recommend
new requirements to users. Similarly, Muhairat et al. [5] presented an intelligent RS to enhance the
accuracy and completeness of requirements during requirements elicitation on the basis of association
rule analysis, namely, the frequent pattern growth method. The proposed system uses association rule
mining to discover requirements that already exist in different systems. Such requirements can be used
for similar projects under development. Ramos et al. [25] developed a CF-based RS to assist Scrum
practitioners in identifying nonfunctional requirements early in RE. The proposed system uses historical
data collected from Scrum-based projects to recommend related nonfunctional requirements to an existing
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project under development. Shambour et al. [26] addressed the information overload problem that is intrinsic
in requirements elicitation by proposing a hybrid user–item-based CF recommendation algorithm. The
proposed recommendation algorithm, which is a hybrid of the improved versions of a user-based CF
method and an item-based CF method, supports requirement engineers in identifying related reusable
requirements for a current project under development from large-scale requirement repositories. The
experimental results demonstrated the effectiveness of the proposed algorithm by outperforming a number
of CF-based recommendation approaches in terms of prediction accuracy, recommendation precision,
recall, and F1 measures.

The appropriate prioritization and assignment of all the resources and requirements in any software
project are the key to achieving a smooth and successful project schedule. This process includes
identifying and prioritizing the requirements of a project, appointing appropriate stakeholders for the
requirements, and release planning. However, the manual prioritization of a huge number of requirements
is a time-consuming and demanding process [2]. To address this issue, Ninaus [27] proposed adopting
group recommendation technologies that use the ranks of requirements provided by stakeholders to
prioritize requirements. This previous study investigated a number of recommendation heuristics
regarding requirements prioritization. Moreover, the author presented a new heuristics for group
recommendations with improved prediction quality. Thereafter, Ninaus et al. [28] presented an RE
environment based on different recommendation approaches, called IntelliReq, which supports
stakeholders in requirement-related tasks, such as requirements definition, requirements reuse, release
planning, and quality assurance of requirements. Ahmad et al. [29] presented an RS for requirements
negotiation and prioritization. This system has three steps: identification of stakeholders, listing of
functional and nonfunctional requirements, and elicitation of decision maker’s weight by using inverse
function arithmetic and graded mean methods. Samer et al. [30] presented a group recommendation
approach that focuses on enhancing requirements prioritization through flexible preferences elicitation and
by implementing innovative user interfaces that facilitate knowledge sharing among stakeholders. The
evaluation results showed that the proposed approach enhances the quality of requirements prioritization
and positively influences the success rate of software projects that were implemented within the scope of
the empirical user study conducted in this research. Palomares et al. [19] introduced an RS that is
intended to facilitate various RE phases, such as requirements elicitation, requirements analysis,
requirements management, and negotiation. Diverse recommendation techniques were used for each RE
activity to provide recommendations to stakeholders. In general, software projects have a huge number of
requirements that are frequently related to one another. The detection of such dependencies among
requirements is a time-consuming and cognitively challenging task that requires the use of intelligent
solutions [31]. In this regard, Samer et al. [31] presented two content-based recommendation techniques
that automatically detect and recommend requirement dependencies. The first technique identifies
possible dependencies among requirements by applying document classification approaches, such as
linear support vector machine, random forest, naive Bayes, and k-nearest neighbors. The second
technique uses a latent semantic analysis approach.

3 HCBCF Recommendation Approach

We address the identification of related reusable requirements from large requirement repositories as a
recommendation problem, as presented by Adomavicius et al. [32]. Let S be the set of all stakeholders, and R
be the set of all possible related requirements that can be recommended. The utility function T that measures
the suitability of a requirement r ∈ R to a stakeholder s ∈ S can be defined as S × R → T, where T is a
nonnegative real number within a definite range. Then, each stakeholder s must be able to estimate the
utility function T(s, r) for a requirement r for which T(s, r) is not yet known. A stakeholder can select
one requirement or a set of requirements that will maximize his/her utility. Formally,
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8s 2 S; r ¼ arg max
r2R

Tðs; rÞ (1)

Subsequently, we explain the major steps of the proposed HCBCF approach. This approach has three
major steps: item-based CF similarity, item-based content similarity, and hybrid prediction. Hereafter,
stakeholders are denoted as users and requirements are denoted as items. Assume that each stakeholder
will give his/her ratings on a preliminary set of requirements to reflect its relevance to the project under
consideration. Then, the HCBCF approach is applied to predict other requirements that a stakeholder may
be interested in accordance with the project under investigation.

Step 1: Calculate Item-Based CF Similarity.

In this step, a set of items rated by an active user is first analyzed to identify items that are most similar to
them in terms of their ratings. Then, k most similar items for each rated item are selected. On the basis of the
user–item rating matrix, the mean square differences (MSD) method is used to quantify the extent of direct
implicit similarity between items a and b by evaluating the prediction accuracy of item a as a sole
recommender for item b. That is, if an accurate recommendation of item a is obtained using only item b
as its neighbor, then items a and b should receive a high implicit similarity score. In this regard, the
following Resnick’s prediction method [33] is utilized to calculate the predicted rating of an item that
uses only one neighbor item:

Pu;a ¼ �ra þ ðru;a � �rbÞ (2)

where ru;a denotes the rating of item a by user u; and �ra and �rb are the mean ratings of items a and b,
respectively. Thereafter, the MSD method is used to measure the degree of implicit similarity on the basis
of the difference between the predicted and actual rating scores of common users who have rated both
items Ua\ b. The predicted rating Pu,a and actual rating ru,a scores are normalized using the max–min
normalization approach to ensure that the value of MSDa,b ∈ [0,1].

iSimMSD
a;b ¼ 1�

PUa\ bj j

u¼1
ðPu;a � ru;aÞ2

Ua\bj j

0
BBB@

1
CCCA (3)

However, the aforementioned MSD metric is a rating-based similarity measure that considers only
ratings from co-rated users. That is, it disregards the number of co-rated users, which is an important
factor. In a rating-based similarity measure, the similarity among items calculated on the basis of a few
users or one user is well thought-out and equally imperative as one calculated on the basis of more co-
rated users. Accordingly, using only the MSD measure can misrepresent similarity among items, and
thus, produce inaccurate predictions. To solve this issue, a structural similarity measurement [34] that
considers the number of co-rated users when calculating similarity among items must be integrated to
develop an improved similarity measurement that will increase prediction accuracy. For this purpose, the
Ochiai similarity measure, shown in Eq. (4) and which considers the percentage of the number of co-
rated users Ua\ b to the number of users who have rated each item Ua and Ub, is selected to be
incorporated into the MSD metric as shown in Eq. (5).

iSimOchiai
a;b ¼ jUa\bjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijUa j � jUb j

p (4)

iSimCF
a;b ¼ iSimMSD

a;b � iSimOchiai
a;b (5)
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Step 2: Calculate Item-Based Content Similarity.

In this step, we suppose that all the items are assigned to predefined categories as meta-information. On
the basis of the items’ categories, when two items belong to the same category, they are implied to be related
(similar) to each other. Accordingly, item-based content similarity uses the categorical representations of a set
of items rated by an active user to a new set of items that the active user have not investigated until now [7].
Such related items can be potentially recommended to the active user.

For example, assume that active stakeholder a has already investigated requirements R1 and R2, which
have the following assigned categories: user interface and user privileges, respectively (Tab. 1). By contrast,
requirements R3 and R4, which have not been investigated yet by stakeholder a, can be potentially
recommended to stakeholder a because they belong to the same categories (similar requirements) as
requirements R1 and R2, respectively.

For this purpose, every item is first represented as a vector of binary values [0,1], as depicted
in Eq. (6).

V
!

a ¼ ðva;1; va;2;…::; va;cÞ ; where

va;c ¼
1 if item a belongs to category C

0 if item a doesn’t belong to category C

� � (6)

Then, the standard vector-based cosine similarity [35] is utilized as shown in Eq. (7) to calculate item-
based content similarity between any pair of items.

iSimContent
a;b ¼

Pn
u¼1

V
!

a � V
!

bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
u¼1

ðV!aÞ
2

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
u¼1

ðV!bÞ
2

s (7)

Step 3: Calculate Hybrid Predicted Ratings.

In this step, the predicted ratings of an unknown item a for an active user u is divided into two substeps.
First, the weighted sum approach [35], which computes the sum of the ratings given by an active user u to the
most similar items b∈I similar to the target unknown item a, is used twice. That is, once for the item-based CF
approach and once for the item-based content approach to calculate the predicted ratings, as given by Eqs. (8)
and (9), respectively.

Table 1: Example of content-based filtering

ID Requirement Description Requirement Category

R1 A user shall be able to access and print their booking confirmation details. User Interface

R2 An administrator shall be able to add a new flight to the system. User Privileges

R3 A user shall be able to search for flights for a trip. User Interface

R4 An administrator shall be able to view the customers’ booking details. User Privileges
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PCF
u;a

¼
P

b2I ðru;b� iSimCF
a;bÞP

b2I iSimCF
a;b

��� ��� (8)

PContent
u;a

¼
P

b2I ðru;b� iSimContent
a;b ÞP

b2I iSimContent
a;b

��� ��� (9)

Then, the linear weighted hybridization method [36] is used to combine the predicted ratings of the item-
based CF approach and the item-based content approach to produce a single final prediction as follows:

PHybrid
u;a

¼ � � PCF
u;a

þð1� �Þ � PContent
u;a

(10)

where λ and 1−λ∈ [0,1] denote the relative significance of the item-based CF approach and the item-based
content approach, respectively, on the final predicted rating. Selecting an appropriate value for λ is achieved
by performing the sensitivity analysis described in Section 4.3.2.

4 Experimental Design and Results

The experimental datasets, validation metrics, benchmark approaches, and experimental results of the
proposed HCBCF recommendation approach are presented in this section.

4.1 Datasets and Evaluation Metrics

The RALIC dataset [37], which was collected for a large software project initiated at the University
College London, is used for validation. The project involved 60 groups of stakeholders and
approximately 30,000 students; its duration was more than 2 years. The RALIC dataset contains
3,113 ratings from 76 stakeholders on 104 specific requirements. The ratings are presented in an integer
scale of 1 to 5 and provided in the following format: stakeholder name, requirement, rating. Specific
requirements can be categorized into a two-level hierarchical structure, with the project objectives as item
categories and specific requirements as item instances. The categories of requirements include the
following: user experience, card design, security and access control, improved processes, reduced cost,
compatibility with existing systems, data quality, extensibility, delivery activities, and technical constraints.

Mean absolute error (MAE), root-mean-square error (RMSE), and recommendation coverage are used to
evaluate recommendation performance in terms of prediction accuracy and coverage. MAE measures
prediction accuracy by averaging the absolute differences between the actual and predicted ratings.
RMSE measures prediction accuracy by averaging the squared differences between the actual and
predicted ratings. Prediction accuracy is higher when the values of MAE and RMSE are lower.
Recommendation coverage measures the percentage of items in which a given recommendation approach
is able to make a prediction [38].

4.2 Benchmark Approaches

To demonstrate the effectiveness of the HCBCF approach, three benchmark recommendation
approaches are selected as follows:

1. the item-based CF approach that applies cosine-based similarity among requirements to make
recommendations (ICF-C) [35];

2. the item-based CF approach that applies adjusted cosine-based similarity among requirements to
make recommendations (ICF-AC) [35]; and
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3. the user-based CF approach proposed by Lim and Finkelstein [21], i.e., StakeRare, which applies
Pearson correlation among stakeholders to recommend relevant requirements to them.

4.3 Experimental Results

4.3.1 Optimal Neighborhood Size
To understand how prediction accuracy varies with neighborhood size and identify the optimal

neighborhood size, an experiment is conducted by changing the number of neighbors from 2 to 20 and
computing the corresponding MAE. The neighborhood size that corresponds to the minimum MAE value
is considered the optimal neighborhood size. Fig. 1 indicates that the optimal neighborhood size that
achieves the best performance (i.e., lowest MAE) for the proposed HCBCF approach on the RALIC
dataset is four neighbors. Hereafter, a neighborhood size of four is set as the optimal value for achieving
the optimum performance of the proposed HCBCF approach.

4.3.2 Optimal Value of λ
To understand how prediction accuracy varies with different values of λ and identify the optimal value of

the integration parameter λ in the linear weighted formula, an experiment is conducted by varying the values
of λ from 0 to 1 and computing the corresponding MAE. The value of λ with the minimum MAE is
considered the optimal value of λ. Fig. 2 shows that the optimal value of λ that attains the best
performance (i.e., lowest MAE) for the proposed HCBCF approach on the RALIC dataset is 0.5.
Henceforth, a value of 0.5 of the integration parameter λ is set as the optimal value for achieving the
optimum performance of the proposed HCBCF approach.

Figure 1: Identification of the optimal neighborhood size

Figure 2: Identification of the optimal value of λ
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4.3.3 Comparing the Prediction Accuracy of the Proposed HCBCF with Those of Benchmark Approaches
Two experiments are performed to compare the performance of the proposed HCBCF approach in terms

of prediction accuracy with those of benchmark recommendation approaches. In both experiments, MAE and
RMSE are computed with respect to varying number of neighbors for all the recommendation approaches. As
illustrated in Figs. 3 and 4, the HCBCF approach outperforms the benchmark approaches because it achieves
the highest prediction accuracy in all the neighborhood sizes. Fig. 3 shows that the corresponding
improvement percentages of the HCBCF approach in terms of MAE are 29.3%, 14.9%, and 26%
compared with the ICF-C, ICF-AC, and StakeRare approaches, respectively. Fig. 4 indicates that the
corresponding improvement percentages of the HCBCF approach in terms of RMSE are 20.2%, 19.7%,
and 20.4% compared with the ICF-C, ICF-AC. and StakeRare approaches, respectively. Accordingly, the
HCBCF approach is confirmed as highly effective in terms of prediction accuracy.

4.3.4 Effectiveness of HCBCF on the Data Sparsity Problem
To validate the effectiveness of HCBCF in alleviating the data sparsity problem in terms of prediction

accuracy and coverage, two experiments are performed on six datasets with varied data sparsity levels from
the lowest level of 97.0% to the highest level of 99.5% (i.e., 97%, 97.5%, 98.0%, 98.5%, 99.0%, and
99.5%). As shown in Figs. 5 and 6, the HCBCF approach outperforms the benchmark recommendation
approaches, mostly on the exceptionally sparse datasets, by attaining better results in terms prediction
accuracy and coverage at all data sparsity levels. Fig. 5 indicates that the corresponding improvement
percentages of the HCBCF approach in terms of MAE are 48.2%, 52.3%, and 55.6% compared with
the ICF-C, ICF-AC, and StakeRare approaches, respectively. Fig. 6 illustrates that the corresponding
improvement percentages of the HCBCF approach in terms of prediction coverage are 49.7%, 58% and
64.5% compared with the ICF-C, ICF-AC, and StakeRare approaches, respectively. The HCBCF
approach is extremely robust when dealing with exceptionally sparse datasets. Therefore, in terms of

Figure 3: Comparison between the MAE of HCBCF and those of the benchmark methods

Figure 4: Comparison between the RMSE of HCBCF and those of the benchmark methods
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prediction accuracy and coverage, the HCBCF approach is highly effective in reducing the effect of the
data sparsity problem.

4.3.5 Effectiveness of HCBCF on the Cold-Start Item Problem
To validate the effectiveness of HCBCF in alleviating the cold-start item problem in terms of prediction

accuracy and coverage, two experiments are performed on six datasets with a varied number of ratings for
new items from the minimum of 2 ratings to a maximum of 25 ratings (i.e., 2, 5, 10, 15, 20, and 25). As
shown in Figs. 7 and 8, the HCBCF approach outperforms the benchmark recommendation approaches
by achieving better results in terms of prediction accuracy and coverage at different numbers of ratings
for new items. Fig. 7 shows that the corresponding improvement percentages of the HCBCF approach in
terms of MAE are 12.2%, 17.2%, and 17.9% compared with the ICF-C, ICF-AC, and StakeRare
approaches, respectively. Fig. 8 indicates that the corresponding improvement percentages of the HCBCF
approach in terms of prediction coverage are 44.8%, 57.2%, and 58.7% compared with the ICF-C,
ICF-AC, and StakeRare approaches. In terms of prediction accuracy and coverage, the HCBCF approach
exerts a substantial effect when dealing with the cold-start item problem.

Figure 6: Comparison between the coverage of HCBCF and those of the benchmark methods at different
sparsity levels

Figure 5: Comparison between the MAE of HCBCF and those of the benchmark methods at different
sparsity levels
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5 Conclusions and Future Work

The primary contribution of this study is the development of the HCBCF recommendation approach,
which supports requirements elicitation during the development of software projects. This approach
assists project stakeholders in mitigating the risk of missing requirements during requirements elicitation
by identifying related requirements from software requirement repositories. The HCBCF approach
combines content-based filtering and item-based CF methods to utilize their advantages and eliminate
their limitations. The item-based CF method considers structural similarity measurement (i.e., number of
co-rated users) when computing item–item similarity to enhance prediction performance. The content-
based filtering method applies the underlying relationships among items when rating data are inadequate
to enhance the quality of recommendations by reducing the effects of the data sparsity and cold-start
items problems. The experimental results on the RALIC dataset demonstrate that the proposed HCBCF
approach considerably outperforms baseline CF-based recommendation approaches in terms of prediction
accuracy and coverage in addition to mitigating the data sparsity and cold-start item problems. In the
future, more thorough validation and comparisons will be performed on the HCBCF approach with other
recommendation approaches in larger data sets. We also intend to implement the proposed approach in an
RS that will be utilized by project stakeholders during requirements elicitation.

Funding Statement: The authors received no specific funding for this study.

Conflicts of Interest: The authors declare that they have no conflict of interest to report regarding the present
study.

Figure 7: Comparison between the MAE of HCBCF and those of the benchmark methods at different
ratings for CS items

Figure 8: Comparison between the coverage of HCBCF and those of the benchmark methods at different
ratings for CS items
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