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Abstract: Using time-series data analysis for stock-price forecasting (SPF) is
complex and challenging because many factors can influence stock prices
(e.g., inflation, seasonality, economic policy, societal behaviors). Such factors
can be analyzed over time for SPF. Machine learning and deep learning have been
shown to obtain better forecasts of stock prices than traditional approaches. This
study, therefore, proposed a method to enhance the performance of an SPF system
based on advanced machine learning and deep learning approaches. First, we
applied extreme gradient boosting as a feature-selection technique to extract
important features from high-dimensional time-series data and remove redundant
features. Then, we fed selected features into a deep long short-term memory
(LSTM) network to forecast stock prices. The deep LSTM network was used
to reflect the temporal nature of the input time series and fully exploit future con-
textual information. The complex structure enables this network to capture more
stochasticity within the stock price. The method does not change when applied to
stock data or Forex data. Experimental results based on a Forex dataset covering
2008–2018 showed that our approach outperformed the baseline autoregressive
integrated moving average approach with regard to mean absolute error, mean
squared error, and root-mean-square error.
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1 Introduction

Stock-price forecasting (SPF) is an attractive and challenging research area in quantitative investing and
time-series data analysis [1,2]. Stock prices are affected by many factors, such as inflation, seasonality,
economic policy, company performance, economic shocks, and political shocks. Such factors can decrease
the accuracy of any forecasting system. Nevertheless, accurate SPF can bring benefits to companies,
shareholders, and investors; it can also be used as a key measurement for assessing economic performance.

Many SPF approaches have been proposed in recent decades, such as traditional time-series analysis and
forecasting [3–6], machine learning [7–12], and deep learning [13–27]. Designing an accurate SPF system
requires considering fundamental issues such as feature selection, model fitting, and prediction.
Traditionally, autoregressive integrated moving average (ARIMA) techniques have been used to capture
time-series features and the stochasticity of volatility, including variations such as seasonal ARIMA and
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ARIMA with explanatory variables [3–6]. While such techniques can be successfully used for short-term
prediction, they use regression-based approaches that are inapplicable to nonlinear problems and less
effective for long-term prediction.

To overcome the drawbacks of conventional SPF approaches, machine learning and deep learning have
recently been introduced to analyze time-series data [7–27]. Since deep learning SPF approaches depend
only on the dataset and do not require stochasticity data or financial knowledge, we can build high-
performance SPF systems without expert knowledge. Machine learning and deep learning models that
have been proposed to improve SPF system performance include artificial neural networks (ANNs)
[7,10], convolutional neural networks (CNNs) [13–15], and recurrent neural networks (RNNs), such as
long short-term memory (LSTM) [21–27].

One study [7] analyzed the performance of ARIMA and ANN using a dataset of the Korean stock market;
the ARIMA model achieved higher accuracy than the ANN model. The authors also found that the LSTM
approach outperformed traditional ARIMA. Another study [8], meanwhile, proposed using a Bayesian
median autoregressive model—in contrast to a mean-based method—for time-series forecasting. Tsai et al.
[9] used multivariate adaptive regression splines, stepwise regression, and kernel ridge regression as feature-
selection methods for a time-series forecasting model. Others have combined support vector regression and
genetic algorithms to increase forecasting accuracy. One study [10], for example, compared the performance
of ensemble methods (random forest, AdaBoost, and Kernel Factory) with other classifiers (neural
networks, logistic regression, support vector machine, and k-nearest neighbor) to predict the direction of
changes in stock prices; random forest was found to yield the best accuracy.

A study [13] that compared RNN, LSTM, and CNN-sliding windowmodels to forecast NSEI-listed stocks
reported that the CNN model had the best performance. Hoseinzade et al. [14] proposed a CNNPred model to
extract feature vectors from stock data for prediction. Another study [15] used a CNN model combined with
two fully connected layers to capture the spatial time-series structure to predict stock market trends; compared
to traditional methods, the proposed method increased prediction accuracy by 4%–7%.

Others [16–19] have proposed deep learning approaches based on CNN and RNN for SPF; deep
learning approaches were found to outperform traditional machine learning approaches. Another study
[20] compared the performance of ARIMA and LSTM models for forecasting time-series data.
Meanwhile, one study [21] used LSTM regression models to forecast a stock price dataset from India’s
NIFTY 50 index; the deep learning–based LSTM model performed better than traditional machine
learning approaches. A study [22] that used ARIMA, LSTM, and bidirectional LSTM (BiLSTM) models
to forecast financial time-series data found that the BiLSTM model obtained the best results. Combining
RNN and AdaBoost models, another study [23] proposed an RNN-Boost model to forecast prices in the
Chinese stock market; the proposed model yielded better accuracy than the baseline RNN model. Baek
et al. [24] introduced a new framework, ModAugNet, that includes two LSTM modules: overfitting
prevention LSTM and prediction LSTM; they found that the ModAugNet model significantly
outperformed a baseline model. Other studies [25–27] that applied LSTM networks to SPF have found
that LSTM models outperformed classification methods such as random forest, logistic regression,
multiple kernel learning, and support vector machines.

The present study proposes a method based on machine learning and deep learning to enhance the
performance of SPF. We combined a feature selection–based extreme gradient boosting (XGBoost) model
and a deep learning–based LSTM model. The XGBoost model automatically selects the most important
features from a high-dimensional time-series dataset and discards redundant features. Then, we exploit
the power of LSTM regression by using extracted features from the XGBoost model to forecast stock
prices. We compared our approach to the performance of ARIMA using Forex data from 2008 to 2018.
Our method was found to maintain generality when applied to both stock and Forex data.
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2 Proposed Method

Here, we introduce two approaches for SPF. An ARIMAmodel is used as a baseline for comparison with
our approach.

2.1 ARIMA Model for SPF

ARIMA [3] has been widely used for time-series forecasting. It combines autoregressive (AR) and
moving average (MA) processes. Given a stationary variable Yt, we assume ut is a Gaussian white noise
series with zero mean and variance r2u ðr2u > 0Þ. The ARIMA model of the order (p, d, q) is given by

Yt ¼ hþ f1Yt�1 þ f2Yt�2 þ . . .þ fpYt�p þ h0ut þ h1ut�1 þ …þ hqut�q; (1)

where h is constant; fi 6¼ 0 are autocorrelation coefficients at lags i ¼ 1; . . . ; p (p denotes AR order); and
hj 6¼ 0; j ¼ 0; . . . ; q are weighted coefficients applied to the current and prior values of a stochastic term
in the time series (q denotes MA order). The ARIMA model based on the Box and Jenkins method is
suitable for dealing with nonstationary time series because of its integrated component. The integrated
component involves differencing that is used to make the nonstationary time series stationary. The term
of difference (parameter d) measures the difference in observations at different times.

The parameters d, p, and q need to be effectively selected for a reliable ARIMA model. We determined
suitable parameters p and q based on an autocorrelation function (ACF), partial autocorrelation function
(PACF), and several criteria, such as log-likelihood, Bayesian information criterion (BIC), and Akaike
information criterion (AIC). The parameter d was determined based on the augmented Dickey–Fuller test.
In our experiment, the parameters p, d, and q of the ARIMA model were determined based on the
experimental dataset. The ARIMA model was estimated based on maximum likelihood estimation.

2.2 SPF Based on XGBoost and LSTM Models

We first applied extreme gradient boosting (XGBoost) as a feature-selection method to select important
features for the purposes of prediction from high-dimensional time-series data and discarded redundant
features. The selected features were fed into the LSTM model to forecast stock prices. Fig. 1 presents an
overall block diagram of the proposed method.

XGBoost [28,29] is a robust machine learning algorithm for structured or tabular data. It can improve
speed and performance based on the implementation of gradient-boosted decision trees. XGBoost is widely
used for feature selection because of its high scalability, parallelization, efficiency, and speed.

Consider a dataset including N observations, D ¼ X ;Yf g; where X ¼ xif gNi¼1; xi 2 Rd
� �

and
Y ¼ yif gNi¼1; yi 2 Rð Þ denote the training features and the observed value/target, respectively. We assume
there are K numbers of gradient-boosting iterations, and M additive functions are used to predict the
output. Assume ŷi denotes the prediction value of the ith feature vector at the mth boost, fm, as an
independent tree structure, q, with leaf weight ω (ωj represents the score on the jth leaf in the tree).

Training data Feature selection–
based XGBoost LSTM Trained 

model 

Testing data Feature selection–
based XGBoost

Predicted 
value

Figure 1: Block diagram of the proposed SPF method
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Given an input feature vector xi, we computed the final predicted output by summing up the scores across all
leaves as follows:

ŷi ¼
XM
m¼1

fm xið Þ; fm 2 F ; (2)

where F ¼ f xð Þ ¼ xq xð Þ
� �

q : Rd ! T ; x 2 RT
� �

denotes the space of regression trees, q denotes the
structure of each tree that maps an input to the corresponding leaf index, and T represents the number of
leaves in the tree. The idea of gradient boosting is to minimize the objective function (or loss function) as
follows:

Lm ¼
XN
i¼1

l yi; ŷið Þ; (3)

where l denotes the difference between prediction ŷi and target yi. While calibrating the gradient-boosting
model, some hyperparameters related to the tree structures (e.g., subsample, max leaves, max depth) were
considered to reduce overfitting. Furthermore, to reduce the model’s adaptation rate for the training
dataset, the learning rate or shrinkage factor was added to the model. Adding a penalty factor or
regularization term, � fmð Þ, that penalizes the model’s complexity to the objective function in Eq. (3), the
generalized objective function of XGBoost is described as follows:

Lm ¼
XN
i¼1

l yi; ŷið Þ þ
XM
m¼1

� fmð Þ: (4)

We fed the selected features based on XGBoost into the LSTM model for SPF. The LSTM model is an
extension of RNN, reducing the effect of the vanishing gradient problem. The model significantly captures
contextual information within a sequence or series; it can also capture the information of a sequence output
based on past and future contexts. Note that the model is executable on sequences of arbitrary lengths. It
learns the long dependencies of the inputs, captures important features from the inputs, and preserves the
information over a long period.

Fig. 2 illustrates the structure of a basic LSTM unit for calculating cells. A standard LSTM unit
comprises a memory cell, an input gate, an output gate, and a forget gate. The past information stored in
the memory cell is as important as future information. The input and output gates allow the cell to store
and retrieve information over long periods. The input gate decides whether to add new information to the
memory; the output gate decides what part of the LSTM unit memory contributes to the output. The
forget gate is used to clear memory in the cell. Since this gate decides which information is discarded
from memory, it properly captures the long-term dependency that occurs in time series.

Figure 2: A basic LSTM unit
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Given a frame xt in the feature sequence x = x1,…,xT, each time the LSTM unit receives xt into the
sequence, it updates the hidden state, ht, with a nonlinear function that takes both current input xt and
previous state ht-1. Specifically, given frame xt at current state t, ht-1 is the hidden state at previous state
t-1, and ct-1 is the cell state at previous state t-1. The LSTM first calculates the forget gate ft, the input
gate it, the output gate ot, and the candidate context ect as follows:
ft ¼ rg xt; ht�1½ �Wf þ bf

� �
; (5)

it ¼ rg xt; ht�1½ �Wi þ bið Þ; (6)

ot ¼ rg xt; ht�1½ �Wo þ boð Þ; (7)

ect ¼ rc xt; ht�1½ �W~c þ b~cð Þ; (8)

whereWand b are the weight matrices and bias vector parameters, respectively, that need to be learned during
training. Parameter rg is a sigmoid function while rc is a hyperbolic tangent function. Then, the cell state ct
and hidden state ht at current time t are determined as follows:

ct ¼ ft � ct�1 þ it � ect; (9)

ct ¼ ot � rh ctð Þ; (10)

where � denotes the Hadamard product (element-wise product), and rh is the hyperbolic tangent function.
The LSTM model is directional and is used to reflect the temporal nature of the input time series; it helps
to fully exploit future contextual information. Given the higher stochasticity of financial time-series data,
deep LSTMs capture more stochasticity within stock prices because of their more complex structure.
Fig. 3 shows the architecture of the deep LSTM model for SPF.

3 Experimental Results

3.1 Dataset

We evaluated our proposed method using a dataset collected from the Forex market [30]. The dataset
contains information covering 01/01/2008 to 03/19/2018 and has 709,314 total observations. Forex is
different from the stock market because of its unique global market characteristics. A price may remain
unchanged without a single trade for several minutes, or even hours, and then move dramatically as
people start to trade more frequently. The Forex dataset contains a bid price of EUR/USD, and each
5 min price has over 200 features, including pricing, volatility, and volume information.

Tab. 1 shows a summary of the statistical values of the Forex market. We used closing price as the
prediction target. We chose a subset of 59,094 observations with the 60 min price from the original
dataset to evaluate the ARIMA model’s performance. The original dataset was used to assess the
performance of the LSTM model.

3.2 Parameter Analysis

We randomly split the subdataset into two groups—approximately 70% for training and 30% for
testing—to analyze the ARIMA model. Specifically, 41,365 observations were used as training data and

Input features

LSTM layer 

+ Tanh 
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LSTM layer 

+ Tanh

(128)

LSTM layer

+ SeLu

(64)

Dense 

(32)
Dense

Figure 3: Architecture of deep LSTM model for SPF
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17,729 as test data. The training data were used to find the best parameters (p, d, q) for the ARIMA model.
We used the augmented Dickey–Fuller test to determine d and found that the observations were stationary at
d = 1. We also used ACF, PACF, and some criteria such as log-likelihood, BIC, and AIC to determine p and q.
Tab. 2 shows the ACF and PACF values of the closing prices from the training data at various lags.
Additionally, Tab. 3 presents the statistical results of different ARIMA parameters for the Forex market.
We chose the best model based on minimum BIC and AIC values and maximum log-likelihood values.
Therefore, the ARIMA (0,1,1) was considered the best model for the Forex market.

Table 1: Summary of statistical values from the Forex market

5 min price dataset 60 min price dataset

Numbers of observations 709314 59094

Mean value 1.365315 1.365289

Standard deviation 0.082423 0.082418

Min value 1.188260 1.189927

Median 1.353260 1.353211

Max value 1.603050 1.600019

Table 2: ACF and PACF values of closing prices at various lags

Lag ACF PACF

1 0.2264735 0.2264773

2 0.0025956 −0.0513291

3 −0.0033345 0.0081084

4 −0.0022325 −0.0033139

5 0.0047621 0.0061770

6 0.0111998 0.0090789

7 0.0094809 0.0052901

8 –0.0047576 –0.0081162

9 –0.0001455 0.0034540

10 –0.0101618 –0.0117976

11 –0.0092337 –0.0044169

12 –0.0156961 –0.0139487

13 –0.0115826 –0.0054923

14 –0.0015148 0.0018332

15 0.0061270 0.0060157

16 0.0047040 0.0020550

17 0.0104383 0.0101022

18 0.0186073 0.0151472

19 0.0091663 0.0023393

20 0.0060597 0.0043159
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In the XGBoost and LSTM approaches, we randomly split the original dataset into three groups:
approximately 60% for training, 20% for validation, and 20% for testing. We used 397,216 observations
for training, 170,235 observations for validation, and 141,863 observations for testing. The observations
were high-dimensional data with 200 features. We used XGBoost to select feature importance based on
the F-score value. Fig. 4 presents some important features selected based on XGBoost. We realized that
10 important features selected from XGBoost and fed into the LSTM model gave the best accuracy. We
used Adam optimization as an optimizer and 50 epochs to train the LSTM model in Keras.

Finally, we used MAE, MSE, and RMSE as the metrics to evaluate the accuracy of the SPF system. The
lower the values, the more accurate the system.

3.3 Results

Tabs. 4 and 5 show the prediction results of the ARIMAmodel and our approach for the test dataset. The
predicted closing price values obtained using both approaches were very close to the target values. Therefore,
both the ARIMA model and our approach yielded high forecasting accuracy.

Tab. 6 presents a comparison of the performance of our approach and the baseline ARIMA approach. It
shows that the proposed approach performed better than the ARIMA model and achieved the best accuracy.
As for long-term time-series prediction, the LSTM model has the advantage of selecting important and
relevant information, thereby enhancing predictive performance. Therefore, our proposed approach can be
considered a promising method for improving the accuracy of SPF.

Table 3: Statistical results of different ARIMA parameters for the Forex market

p d q Log-likelihood AIC BIC

1 1 0 310104.521 –620203.042 –620176.081

1 1 1 310184.538 –620361.076 –620325.129

0 1 0 308548.840 –617093.679 –617093.679

0 1 1 310184.101 –620362.202 –620335.241

Figure 4: Selected important features based on XGBoost
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Table 4: Prediction results of the ARIMA model on the test dataset

Target Predicted

1.293415 1.269521

1.294596 1.292982

1.294630 1.294977

1.294735 1.294543

1.294765 1.294777
..
. ..

.

1.267252 1.267472

1.268075 1.267196

1.267995 1.268281

1.267935 1.267924

1.267882 1.267934

1.267662 1.267866

1.266994 1.267610

Table 5: Prediction results of the XGBoost and LSTM model on the test dataset

Target Predicted

1.267860 1.267744

1.268110 1.268210

1.268230 1.268661

1.268460 1.268563

1.268660 1.268538
..
. ..

.

1.252120 1.251820

1.252720 1.252840

1.252480 1.252201

1.252190 1.252538

1.252190 1.252215

1.252210 1.251961

1.252200 1.252945

1.251690 1.252231
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4 Conclusion

This study proposed an improved SPF system by combining XGBoost and LSTM models. We first
introduced the construction of important features from a high-dimensional dataset using XGBoost as the
feature-selection method. Then, the features were fed into deep LSTM models to evaluate the
performance of the forecasting system. The experimental results verified that the proposed approach
significantly improved the accuracy of the SPF system and outperformed the baseline ARIMA approach.
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