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Abstract: With the advent of computing and communication technologies, it has
become possible for a learner to expand his or her knowledge irrespective of the
place and time. Web-based learning promotes active and independent learning.
Large scale e-learning platforms revolutionized the concept of studying and it also
paved the way for innovative and effective teaching-learning process. This digital
learning improves the quality of teaching and also promotes educational equity.
However, the challenges in e-learning platforms include dissimilarities in learner’s
ability and needs, lack of student motivation towards learning activities and pro-
vision for adaptive learning environment. The quality of learning can be enhanced
by analyzing the online learner’s behavioral characteristics and their application
of intelligent instructional strategy. It is not possible to identify the difficulties
faced during the process through evaluation after the completion of e-learning
course. It is thus essential for an e-learning system to include component offering
adaptive control of learning and maintain user’s interest level. In this research
work, a framework is proposed to analyze the behavior of online learners and
motivate the students towards the learning process accordingly so as to increase
the rate of learner’s objective attainment. Catering to the demands of e-learner,
an intelligent model is presented in this study for e-learning system that apply
supervised machine learning algorithm. An adaptive e-learning system suits every
category of learner, improves the learner’s performance and paves way for offer-
ing personalized learning experiences.

Keywords: Learner behavior modeling; e-learning; intelligent learning system;
machine learning algorithm

1 Introduction

Knowledge and skill acquisition with the help of electronic technologies is the popular advancement in
learning system. ICT-enabled learning has an important role to play in educational system and has started
replacing the traditional classroom practices. Flexible e-learning systems that are accessible anywhere,
anytime have overcome various barriers found in classroom teaching-learning process and reached wider
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target audience. Geographically-widespread learners, with restrictions to classroom participation, access
flexible e-learning systems that offer variety of courses through online mode.

Web-based e-learning systems are attractive for students in terms of course enrollment though the course
completion and personalized learning experience need attention for its success. In traditional education
approaches, the performance level of the students is appraised and they are motivated through various
physical interactions. However, in e-learning platforms, such interactions are not only less, but it is also
difficult to determine student participation. The usage of online learning systems has been widely
recognized and used, leading to educational practice transformation. In spite of this, major blockages to
online learning systems are low course completion ratio and adaptable learner-centric system [1].

E-learning providers aim at developing a technology-enabled learning solution that incorporates quality
teaching-learning-assessment practices and retain the interest level of the students. In an e-learning system,
e-media serves as the interface between a learner and the instructor. Since the traditional classroom practices
are replaced, e-learning system should have provision to understand the user’s thought process and ensure
their active participation. ELearning platform should capture the behavioral parameters of different
learners and categorize students based on their behavior. The success of such system depends on course
coverage approaches by preserving the attention of the learner throughout the process, assessment pattern
etc. The instructor should facilitate learning, encourage the learner, stimulate the ability level of learner
which results in increased competency level at the end of learning process. The behavioral pattern of
the students and assessments during e-learning process help in identifying their potentials and their
interest levels.

Online learning platforms can be created with advanced tools that suit the needs of the learners. The
e-learning methods are mostly synchronous or asynchronous in nature depending on the learner’s need
and learning objective. The main factors that influence the successful progression and completion of
online courses are maintaining student engagement through various activities, provision for interactions at
all stages of learning, learner’s feedback and support system as per the need and suitable assessment
methodologies.

In this research work, a framework is proposed to analyze the behavior of online learners according to
which the student is motivated during the learning process and the rate of learner’s objective attainment is
increased. Catering to the demands of e-learners, an intelligent model is presented herewith for e-learning
system through the application of supervised machine learning algorithm. The paper is structured
as given herewith. Background and motivation are briefed in Section 2. In Section 3, the proposed
e-learning user behavior modeling framework is presented. Section 4 discusses the discovery of pattern
on online learner behavior. In Section 5, a summary of findings is presented. Finally, both conclusion and
future work are presented.

2 Structure

In the event of technological advancements and its ease to access information online, e-learning systems
are widely adapted by learners of all age groups across the globe. E-learners possess the advantage of flexible
learning opportunities and gain access to online learning platforms that enhance their skills, competence and
knowledge. One of the challenging issues faced by LMS (Learning Management System) providers is to
uphold the interest levels of the learners at all stages of learning [2]. The ultimate objective of e-learning
systems is not fulfilled unless the students and learners feel ease in accessing the system, perceive its
effectiveness and usefulness. User satisfaction level and the level of intention to use the system are the
critical factors that determine the success of e-learning systems [3].
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The improvement in students’ competencies, skills, and knowledge are seen as the main benefits reaped
from e-learning at organizational level. Both user satisfaction and behavioral intention to use thereof are the
determining factors of e-learning success. The instant antecedent of usage behavior is known as the
behavioral intention which determines the readiness of users to carry on certain behavior. The actual
usage can be precisely indicated by measuring the behavioral intention.

2.1 Approaches to Learning

Instructor-led learning and self-paced learning are two general e-learning approaches. In instructor-led
learning, the activities are scheduled and led by the instructor. Instructor-led learning, also known as
synchronous online learning, makes the learners participate in a learning activity together at a scheduled
time. Real-time synchronous online learning involves online chats, discussions and video conferencing
whereas the platform for interaction allows both instructor and learner to interact instantly with each
other. Communication form includes explanations, illustration, interaction, feedback etc. [4].

In self-paced learning, also known as asynchronous learning, learners are free to learn on their own pace
without any real-time communication. The learner can set their own personal learning path. With the absence
of specific schedule for events, this method is considered to be highly flexible. Asynchronous e-learning is
often preferred by learners who could not engage in fixed time slots for learning. They prefer to set their own
timeframes for learning and they are not required to be available on specific time slots for learning purpose.
Learner communication falls under asynchronous category which includes emails, discussion forum,
whiteboards etc.

2.2 Adaptive E-Learning

The e-learners gain a lot of benefits from e-learning process in terms of flexibility to utilize learning
materials at convenient time, accessibility towards exercises during convenient slots and the freedom to
check the correctness of answers. However, e-learning systems face multiple challenges. Fixed learning
content and exercises, designed by the instructors in reality, does not suit the learners who possess
different knowledge level and learning ability. As a result, the objectives of such e-learning systems is not
met. If same set of practice questions are posed upon, the learners lack interests, do not progress
further in the course and get demotivated to continue the course. Based on the learner’s potential pace of
course content, the complexity level of exercises can be designed for e-learning system to be adaptive
and successful.

The instructors can offer learner-centric e-learning solution by understanding the learners. Course
content, course delivery and support are to be provided during the learning stages in an adaptive manner
[5]. Adaptive e-learning solutions suit individual learners in a way such that the course content is offered
followed by learning sequence and the structure of exercises. Adaptive e-learning can help the learners
gain a better learning outcome than traditional e-learning as the former supports learning similar to
classroom setting without any support in the due course of the process [6].

The learning process can be enhanced in a better way by supporting a learner’s unique requirements and
inclusion of personalization feature into e-learning system with adaptive navigation [7]. The creation of
interactive learning content, appropriate sequence of instructional practices and meeting the demands of a
learner are essential to keep her/him on pace with the flow of the course. Management and evaluation of
the learning activity, based on learner’s behavior, are thus essential components of LMS. Adaptive
e-learning makes it possible to adapt and provide instructional material and evaluate the learner as per
their needs and abilities. Adaptive e-learning paves way for offering highly individualized and student-
centered learning opportunities by considering a number of parameters such as student performance and
his/her abilities.
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To accomplish the goals of adaptive learning, e-learning system designers have to analyze the learning
behavior of individuals. It is thus essential to identify and analyze the learning characteristics of individual
users by mining user log data. In e-learning environments, learner’s access time, duration of access, learning
content navigation pattern, interactions and assessments are clear factors in understanding a learner’s
behavior and his or her potentials. Preferred time to perform tasks, participation in discussions and group
activities on discussion forums, or social networking applications are vital factors in determining an
individual learner’s behavioral pattern. To realize adaptive learning, it is thus essential to identify an
individual’s learning style, learning objective and plan and their needs and abilities.

2.3 Learning Style

Learning style is the manner in which an individual learns best. For effective teaching, individual
learning style, their preferences and characteristics need to be considered. Attitude and behavior
determine an individual’s learning style [8]. According to Honey & Mumford’s theory of learning style,
the individuals are classified based on the level of activities at every stage. Reflexive and theoretical tend
to achieve their best in online environment. Activists and pragmatists do well in face-to-face interactions.
The e-learning system should be designed by including aspects recommended by Honey et al. [9].

The course instructional delivery design, for an e-learning platform, should comprise of activities that
meet the requirements of all category learners. Learners, with an opportunity to actively engage during
the process, tend to perform better. It provides extended opportunity to explore and expand knowledge
and skill. For ‘active learner’ category, discussion forum, practice exercises related to course and reviews
are preferred. Reflexive learners prefer to watch and think. Based on the perceived experiences, reflexive
learners tend to progress. E-learning platforms must include demonstrations and videos to support
reflexive learners. Pragmatist learners prefer to experiment with theories, ideas, and techniques. They
prefer to take time from conceptualization to making it a reality. Experimental activities like simulation
exercises support pragmatist learners. Theorists inherently seek to understand the theory behind the
action. They enjoy following the model and reading up on facts to better engage in the learning process.
Tab. 1, given below, enumerates the learners’ classification and their preferences.

Table 1: Classification of learners & recommended learning material type

Learner Learning material style Preferences

classification

Activists Activity oriented material with Learn by doing. Open-minded. Involved &
highest level of interaction interactive

Reflexive Example oriented learning material ~ Observe and think. View experiments

Pragmatist  Exercise oriented learning material ~ Learn by practice. Interested in experiments

Theorists Theoretical learning material Understand theories and models. Prefer to analyze

According to Felder-Silverman learning style model, people consume and process the information
through different ways based on their individual preferences. Felder et al. [10] developed a model to
depict different learning styles and preferences. According to the model, four areas of personality
contribute in the learning process. They are active or reflective, sensing or intuitive, visual or verbal and
sequential or global [5]. Tab. 2 summarizes the classification of learners, their preferences and activities
on four dimensions.
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Table 2: Classification based on information dimension and learner’s preferences and activities

Dimension Learner  Preferences Activities
category
Information  Active With the help of active usage of study Create interactions through posts, post-
process materials, active learners tend to replies and by posting their views.
improve learning efficiency. Through Inclined towards usage of wiki
teamwork & via communication with functions and consistent updates.
others, the active learners complete
the tasks and/or solve problems.

Reflective Reflective learners tend to think and Individual thinking and a tendency
rethink independently. Task towards reading posts instead of
completion and problem solving posting their views. Likes to do heavy
approaches are done independently  analysis and refer wiki entries rather
by reflective learners. than revisions.

Information  Sensitive  Sensitive learners prefer specific More likely to review their homework

perception learning content and practical carefully, spend more time on doing
approaches in their learning process. homework and deal with practical
Problem solving approaches are cases such as video, textbook etc.
made in a standard approach.

Intuitive  Intuitive learners prefer abstract Highly creative in nature. Prefers
materials. They are good at conceptual ideas and spends more time
discovering the inner relationships of on them.
things. They are creative and
problem-solving in creative ways.

Information  Verbal Verbal learners prefer/adopt to gain  Inclined towards reading text
input information through text and messages, course introductory content,
communication. course listings, wiki edits and views.

Visual Picture and video are the most Graphical representations, videos,
preferred choices by visual learners. tabular representation are the preferred

choice.
Information  Sequential Sequential learners adopt learning  Likes concise/comprehensive material.
understanding through a logical and sequential Sequential learners prefer to click
approach and they prefer precise buttons.
material.
Global Global learners prefer autonomous  Prefer to visit catalogue links and

learning. They are non-sequential
learners and inclined towards large-
paced study.

choose. Comprehensive introduction,
course outline-based selection is made.
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With strong support from the model, the learner’s category-wise preferences in information processing,
perception, presentation and understanding are illustrated with suitable activities in Tab. 2. Course content
delivery plan must augment both visual and auditory preferences of the learners. The focus on course
introductory content and views attract the auditory preferences. Graphical course delivery is a preferred
choice among learners with visual preferences. Course indexing is here to sustain both sequential and
global learning styles and forms an essential component of e-learning platforms. This provides
navigational facility to both sequential learners and non-sequential learners. Comprehensive course
outline, with appropriate navigational GUI-based feature, is thus a functional component for successful
learning platform. The progress of a learner can be identified through suitable assignments and exercises.
A review on the submissions and feedback encourages the learners to sustain.

2.4 Learner Engagement

Student engagement in learning process can be explicitly identified through participation in discussion
forums. It is proven that an active participant of discussion forum does not drop the course in midway.
Thus, the degree of engagement is a vital parameter which helps in knowing the learner’s participation
in the course [11]. When a suitable predictive model is embedded within the LMS, it identifies the
progression of course among learners. Instructor can identify the less-engaged learners and adjust the
instructional strategy accordingly. Advisory mail, feedback on learner’s engagement, course progression
indication to learners and feedback on learner’s performance prompts the user to become active in
learning process [5].

2.5 Behaviour Modeling

LMS prompts user interaction right from the early stage of course registration. It identifies a learner’s
behavior from every action of the user. Behavior modeling paves way for analyzing the online learning
process of students. Students’ behavior makes a difference in learning effect [12]. A concrete objective
for course registration and inner motive drive the course progression of the learner. In line with this, the
course material has a large impact in learning process. The inclusion of appropriate multimedia content
attracts the user. To identify a learner’s behavior in online learning platforms, activity logs are key
resources through which one can gain much insights. Behavior pattern helps in the identification of
learning style [13].

Being an independent learner, online learners are in isolation and lack emotional communication, peer
learner support and experience barriers in maintaining learning enthusiasm. Based on the user’s behavior
modeling, ILMS has to support the learners at all stages of learning and drive the learner community
towards course completion. Personalization, in e-learning process, depends on learner behavior modeling
whereas the flexibility in the analysis of learning process is a vital feature possessed by e-learning
systems [14].

Perceived usefulness & ease of use significantly contribute in the adaptation of e-learning systems.
External factors related to system access and system level features such as course design, course content
and support provided to the learners during the learning period tend to reflect significantly in the
prediction of user’s attitude and their adaptation to e-learning system. Fig. 1 depicts the factors that
influence the e-learning system. An easily accessible and highly useful e-learning system makes the users
inclined towards course completion and its usage [2,15,16].

2.6 Machine Learning Algorithms

A machine is said to be learning based on its past experiences, with respect to some class of tasks, if its
performance in a given task improves with experience. For example, assume that a machine has to predict
whether an e-leammer of a MOOC platform will complete the enrolled course or not. The machine
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accomplishes the task based on its previous knowledge/past experiences i.e., based on past learner behavior
data during the course, response to activities, interaction and final results. The basic premise of machine
learning is the development of algorithms that can receive input data, use statistical analysis and predict
an output while in parallel, update those outputs as and when the new data becomes available.

EXTERNAL

FACTORS \ Realized easy

Accessibility

Behavioral System
. g
Intention Usage

SYSTEM LEVEL
FEATURES . /
Course Design / Identified useful

Course Content
Course Support

Figure 1: Factors influencing e-learning system

Machine learning algorithms are classified as supervised, unsupervised, semi-supervised and
reinforcement. Supervised learning occurs when a model gets trained on a labelled dataset. Labelled
dataset has both input and output parameters.

Supervised learning occurs when an input variable (x) and an output variable (Y) are known and an
algorithm learns the mapping function from input to output. It is called ‘supervised learning’ because of
the process involved i.e., an algorithm learns from the training dataset alike a teacher supervises the
learning process. Classification and regression are two types of supervised learning. Classification is a
supervised learning task in which the output has defined labels (discrete value). For example, result has
defined labels i.e., 0 or 1; 1 means the learner will pass the course and 0 means the learner will not pass
the exams. Here, the goal is to predict discrete values that belong to a particular class and evaluate it on
the basis of accuracy. It can be either binary or multi class classification. In binary classification, the
model predicts either 0 or 1 i.e., ‘yes’ or ‘no’. But in case of multi-class classification, the model predicts
more than one class. Regression is a supervised learning task, where the output has a continuous
value. For example, wind speed at a given region is a continuous value. Linear regression, Nearest
Neighbor, Naive Bayes, Decision Trees, Support Vector Machine and Random Forest are supervised
learning algorithms.

In unsupervised learning, the input data (X) is known whereas no corresponding output variables are
identified. This phenomenon is called “unsupervised learning’, because unlike ‘supervised learning’ there
are no correct answers and there is no teacher as well. In short, there is no complete and clean-labelled
dataset in unsupervised learning. Unsupervised learning is self-organized learning. The main aim of this
learning approach is to explore the underlying patterns and predicts the output. Here, the machine is
provided with data and is engineered to look for hidden features and cluster the data in a way that makes
sense. Clustering and association are two types of unsupervised learning. Clustering problem can be
loosely defined as the discovery of inherent groupings in the data such as grouping the customers based
on their purchasing behavior. An association rule learning problem is the scenario in which one wants to
discover rules that describe large portions of the data, for instance, those people who buy X also tend to
buy Y.

A reinforcement learning algorithm, or agent, learns by interacting with its environment. The agent
receives the rewards for correct performance and penalties for performing incorrectly. The agent learns
from a human without intervention by maximizing its reward and minimizing its penalty. It is a type of
dynamic programming that trains the algorithms using a system of reward and punishment.
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2.7 Building Classification Model Using Supervised Machine Learning Algorithms

A classification model attempts to draw some conclusion from the input values taken for training. It
predicts the class labels or categories for new data. Classification with two possible outcomes is known as
‘binary classification’. Classification with more than two classes is multi-class classification in which
every sample is assigned to one and only one target label. When a classification model is built, it trains to
classify the data x and training label y. Followed by training, given an unlabeled observation x, the mode
predicts the label, y. The performance of the model is evaluated using various metrics viz., confusion
matrix, accuracy, true positive rate, false positive rate, F1 score and precision.

Logistic regression, designed for classification, is useful for understanding the influence of several
independent variables on a single outcome variable. The probabilities that describe the possible outcomes
of a single trial are modelled using a logistic function. However, this model works only if the predicted
variable is binary and all the predictors are assumed to be independent of each other. Further, it assumes
the data is free of missing values. Naive Bayes classification algorithm is based on Bayes’ theorem that
assumes the independence between every pair of features. This algorithm requires a small number of
training data to estimate the parameters. It performs classification quickly in comparison with highly
sophisticated methods.

K-Nearest Neighbour (KNN) classification algorithm performs classification from a simple majority
vote of k nearest neighbours of each end point. This algorithm is easy to implement, robust to handle
noisy training data and is effective if training is provided in large numbers. Decision Tree produces a
sequence of rules that can be used in the classification of data, given that the data of attributes are put
together with its classes. It is simple to understand, visualize and can handle both numerical and
categorical data.

Random Forest classifier is a meta-estimator that fits a number of decision trees on various sub-samples
of datasets. It uses an average to improve the predictive accuracy of the model and controls over-fitting
issues. The reduction in over-fitting is found to be highly accurate in random forest classifier than
decision trees in most of the cases. Support Vector Machine is a representation of training data as points
in space, separated into categories, by a clear gap that is wide as much as possible. New examples are
then mapped into same space and are predicted under a category based on which side of the gap, they fall.

3 Methodology

In current study system design, a three-layered e-Learning system framework is proposed. (i) Learner
layer (ii) Intelligent Learning Management System (ILMS) layer and (iii) Expert layer. An online learner
interacts with the system using Learning Management System (LMS) interface. Fig. 2 depicts the
proposed 3-layered system framework.

A learner’s behavior data is captured for analysis in this layer. Behavior data is utilized by ILMS layer
and is categorized based on similarity. Instructional and evaluation strategy is set based on user’s
characteristics. ILMS layer is guided by the expert layer in which educational researcher is included and
he or she guides the design of e-learning system.

LMS developer does the design for the platform with inputs derived from instruction designer and
educational researcher [14].

3.1 Learner Behaviour Tracking

Course learning path design should include a component that measures a learner’s cognitive behavior
and monitors their progress with appropriate feedback that offers effective learning [17]. A Learner’s path
design should capture behavioral characteristics that are latent and cannot be directly measured. When a
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learner’s experiential data is analyzed through the application of machine learning algorithms, it helps in
categorizing the learners. Thus, behavior analysis helps in designing the adaptive educational path
thereby retaining the learners into the system [18].

Online
Learner

Instruction
Designer

LMS interface . LMS
> Instructional & <
< Lt . N developer
< Evaluation strategy
A
Learner’s o Learner Behavior < Educational

Behavior Data d Modeling p\_ researcher
Learner Layer ILMS Layer Expert Layer

Figure 2: Three layered e-learning system framework

At every stage of e-learning, interaction occurs in different levels between the users. Every action
provides inputs to understand the user. Course enrollment captures the basic data about a learner such as
age, gender, qualification, work nature etc. Pre-requisite tests and pre-assessment tests help to understand
a user’s knowledge level before undergoing the course. At the end of chapters/session, the evaluation
exercises tests the progress of learners. Post-assessment test, at the end of the course, helps in identifying
the overall development of the learner.

The vital parameters in course log file includes access duration, visits, date and clickstream patterns
which altogether help in understanding the learner. A user’s timely submission of assignments and
attempting assessments on schedule indicate their progress and commitment level. Learner coverage
schedule is another important parameter in user identification. Based on these parameters, user profiling is
done. The learner layer thus captures the data to perform behavior modeling.

Intelligent Learning Management System (ILMS) layer provides approaches to instruction and
evaluation based on user behavior analysis. The learning activities are designed to facilitate the
understanding and modeling of user behavior. Its activities include topic-oriented tasks with deadline
which motivates the learner to actively participate throughout the course path.

Both synchronous and asynchronous communication approaches also augment user behavior
identification process. Real-time chatting, video conferencing, application sharing, whiteboard
communication and polling provide opportunity to identify a user’s interactive behavior. In LMS,
asynchronous communication provision too complements the modeling process. The questionnaire can be
designed in the identification of learning style of the user [19].

The choice of delivery strategy that matches the learner’s ability is an essential part of e-learning
environment. In adaptive learning, the learning material access and activities match the learner’s potential
and preferences. Learner’s knowledge level and learning style determine the instructional strategy and
evaluation strategy in adaptive LMS. ILMS functionality is designed as a rule-based recommendation
system with the application of machine learning algorithm. Simple instructional methodology prompts the
learner to listen and observe. Application-based instructional method has provisions for demos, case
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study-based examples, role plays etc. The provision for collaborative learning supports interactive learning
process.

3.2 Design of Adaptive Learning Path

In e-learning environment, it is important to select the delivery strategy that meets the learner’s ability. In
adaptive learning, the potential and preferences of the learner are taken into account to ensure the learning
material access and activities. When it comes to adaptive LMS, both knowledge level as well as learning style
of the learner decide the instructional strategy and evaluation strategy. A learner with strong inclination
towards visual content tend to spend more time on picture-based content rather than text. Once, a
learner’s style is identified, adaptive learning content provision can be made easily [11].

ILMS functionality is designed as a rule-based recommendation system with the application of machine
learning algorithm [10]. Simple instructional methodology prompts the learner to listen and observe.
Application-based instructional method enables the provisions for demos, case study-based examples, role
plays etc. The provision for collaborative learning supports interactive learning process.

4 System Modeling, Evaluation and Analysis

The identification of learning style and the classification of learners based on their learning style tend to
facilitate LMS design. Learning behavior modeling is an essential component to retain the interest level of e-
learning users. This augments the wide reach and impact of flexible learning system. Based on the initial
interactions and introductory exercises, a learner’s style has to be identified.

Building a classification model to understand a learner’s behavior starts with importing e-learner dataset.
A system was designed using python language. Pandas package was used to import data in .csv format.
Exploratory data analysis was conducted to explore the data. The researcher identified the shape of data,
missing values and data type. The tasks that got completed on data, before building the classification
model, come under exploratory data model. Fig. 3 depicts the summary of attributes in e-learning
platform dataset. Data preprocessing is a data mining technique that involves the transformation of raw
data into an understandable format. Real-world data is often incomplete: lack attribute values and certain
attributes of interest or else contains only aggregate data, noisy: contains errors or outliers and
inconsistent: contains discrepancies in codes or names. Data preprocessing is a proven method to resolve
such issues. Fig. 4 depicts the distribution pattern of input attributes. Fig. 5 depicts the distribution of
learner vs. final results.

There are two ways by which one can handle missing values in the current dataset. The first method is
commonly used to handle null values. Here, it is suggested to delete a particular row if it has a null value for a
particular feature and a particular column if it has more than 75% of missing values. This method is advised
only when there are enough samples in the data set. One has to make sure that after the data is deleted, there is
no addition of bias.

In second method, all NaN values are replaced with either mean, median or the most frequent value. This
is an approximation which can add variance to the data set. But the loss of data can be negated by this method
and it yields better results compared to removal of rows and columns. Replacing with above three
approximations is one another statistical approach to handle the missing values. This method is also
called as leaking the data while training.
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gender count

M 17875 Studied credits

F 14718 60 16751

Higher education 120 6328

A Level or Equivalent 14045 30 3749

Lower Than A Level 13158 90 3144

HE Qualification 4730 180 830

No Formal quals 347 e

Post Graduate Qualification 313 255 1

Age band 345 1

0-35 22944 585 1

35-55 9433 315 1

55<= 216 655 1

No of prev_attempts

0 28421 Final results

1 3299 Pass 12361
2 675 Withdrawn 10156
3 142 Fail 7052
4 39 Distinction 3024
5 13

6 4

Figure 3: Summary of attributes in e-learning platform dataset

Histogram for each numeric input variable
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Figure 4: Histogram showing input attribute distribution
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2 3
final_result

Figure 5: Learner vs. final results distribution pattern

4.1 Handling Categorical Data

Categorical data denotes the variables that contain label values rather than numeric values. The number
of possible values is often limited to a fixed set. The categorical features are typically stored as text values
that represent different traits of the observation. For example, gender is described as Male (M) or Female (F)
whereas product type is described as electronics, apparels, food etc. This type of features is called nominal
feature in which the categories are only labeled without any order of precedence. Features which have some
order associated with them are called ordinal features. For example, economic status is a feature with three
categories such as low, medium and high, which have an associated order. There are also continuous features
which are numerical and have an infinite number of values between any two values. A continuous variable
can be numeric or date/time. The simplest approach is ‘Find and Replace’. Another approach to encode the
categorical values is to use a technique called ‘label encoding’. Label encoding is simple conversion of each
value in a column to a number. A common alternative approach is called ‘one hot encoding’. Despite the
availability of different names, the basic strategy is to convert each category value into a new column and
assign it with 1 or O (True/False) to the column. This has the benefit of not weighing a value improperly,
but does have the downside of adding more columns to the data set. Label encoding is adopted in the
model designed for current study.

4.2 Handling Outliers in Dataset

In dataset, outlier denotes a data point and is distant from all other observations. It is a data point that lies
outside the overall distribution of dataset. Extreme value is just minimum or maximum value which need not
to be much different from the data. Further, a point which is far away from other points is called outlier.
Boxplot is used to identify the outliers. The available methods to treat outlier are Interquartile Range
(IQR) Method and Z-Score method. The incorporation of IQR method outlier is as follows. The data
point falls 1.5 times outside of the Interquartile range, above the 3™ quartile (Q3) and below the 1%
quartile (Q1). In such scenario, the conditions are applied to remove outlier. Outliers are any points which
are below Lower Whisker or above Upper Whisker. The data point falls outside the 3-standard
deviations. Z_score method is used if z score falls outside 2 standard deviations. If z-score is higher than
3, we can classify that point as an outlier. The current study calculated the z-score for each data point in
the dataset. Fig. 6 depicts the results for learner studied credit as boxplot, Fig. 7 depicts the results for
genderwise gained credits and Fig. 8 depicts educational experience vs. results. Any point outside
3 standard deviations would be an outlier.
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In the given dataset used for building the model, outlier is found in learner studied credit vs. results and
gender vs. studied credits. Using box-plot, outlier is identified as extreme outlier i.e., falls out of 3rd quartile.
Outlier identification and removal are done as approaches to preprocess the data.

4.2.1 Evaluation of Classification Model

Evaluation metrics are designed to validate the performance of a machine learning model and is an
integral component of any model. It aims at estimating the generalization accuracy of a model on future
(unseen/out-of-sample) data.

4.2.2 Confusion Matrix

Confusion matrix is a matrix representation of prediction results of any binary testing that is often used
to describe the performance of classification model (or “classifier””) on test data set for which the true values
are known. Each prediction can be one of the four outcomes as depicted in Fig. 9, based on how it matches to
the actual value:

* True Positive (TP): Predicted True and True in reality.

= True Negative (TN): Predicted False and False in reality.
= False Positive (FP): Predicted True and False in reality.
= False Negative (FN): Predicted False and True in reality.

Predicted Values

Negative Positive
] FP
g Negative sl
2 True Negative False positive
[
>
©
3
-
Q
< Positive FN ™
False Negative True Positive

Figure 9: Confusion matrix

4.2.3 Accuracy
Accuracy is a common evaluation metric for classification problems. It is the number of correct
predictions made against all predictions made.

Accuracy = (TP + TN)/(TP + TN + FP + FN) (1)

4.2.4 Precision

In the presence of class imbalance, accuracy can become an unreliable metric to measure
the performance. For instance, in case of a 99/1 split between two classes, A and B, the rare event i.e.,
B becomes the positive class. So, a model can be built with 99% accuracy by just saying that everything
belonged to class A. It is clear that model building is not a challenging task if it doesn’t do anything to
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identify class B; thus, there is a need exists for different metrics that discourages this behavior. For this
purpose, precision and recall are used instead of accuracy.

Precision = TP/ (TP + FP) (2)

4.2.5 Recall/Sensitivity

Recall provides the True Positive Rate (TPR), a ratio of true positives to everything positive. In case of
99/1 split between classes A and B, the model that classifies everything as A would have a recall of 0% for
positive class, B (precision would be undefined—0/0). Precision and recall provide a better way of evaluating
model performance in the face of a class imbalance. This measure correctly identifies whereas a model has
little value for use case.

Just like accuracy, both precision and recall are easy to compute and understand, but it requires threshold.

Recall = TP/(TP + FN) (3)

4.2.6 F1 Score

F1 score is the harmonic mean of precision and recall. F1 score reaches its best value at (perfect precision
and recall) and worst at 0. The harmonic mean of a list of numbers strongly skews toward the least elements
present in the list. So, in comparison with arithmetic mean, it tends to mitigate the impact of large outliers and
aggravate the impact of small ones.

F1 score heavily punishes the extreme values. Ideally, an F1 score is an effective evaluation metric in the
following classification scenarios:

When FP and FN are equally costly i.e., they miss true positives or find false positives—both the cases
impact the model almost the same way, as in cancer detection classification. For example,

Adding more data doesn’t effectively change the outcome effectively.
TN is high (like with flood predictions, cancer predictions, etc.)

Fig. 10 shows the results for confusion matrix under various classification algorithms based on virtual
learning environment activity.

The performance evaluation of various classification algorithms is presented in Tab. 3. The table values
showcase that decision tree and random forest models accomplished the maximum performance with the
accuracy of 1. At the same time, Naive Bayes, logistic regression, SVM, and KNN models depicted
slightly reduced accuracy values such as 0.9928, 0.9952, 0.9952, and 0.9976 respectively.

5 Summary of Findings

The implementation results help in tracking a user’s behavior and analysis results is a clear implication
of a learner’s behavior modeling. Adaptive ILMS accommodates a learner’s expectations during the entire
life cycle of learning. Flexible and adaptable instructional approach shall be recommended based on the
results from learner behavior analysis.

Behavior modeling helps the instruction designers to monitor course progression made by the learners
and helps in identifying the level of user. Accordingly, pedagogical strategies can be adopted by the
instructor. Hence, both teaching and learning processes can be made flexible by e-learning system.
Supervised machine learning algorithms are used in user classification as per their behavior whereas the
classification and prediction results are found to be good when using decision tree and random forest
algorithms. Learner groups are categorized by the instructor viz high-active, medium-active and low-
active. Thereby the instructional and evaluation strategies can be adapted.
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Virtual Learning Environment Activity based classification results
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Figure 10: Confusion matrix for classification algorithms
Table 3: The performance evaluation of various classification algorithms
TN FP FN TP  Accuracy Recall TP rate FP rate Precision F1 score
Naive Baye’s 64 9 0 1177 0.9928 1 1 0.1232877 0.992411467 0.996
Logistic Regression 67 6 0 1177 0.9952 1 1 0.0821918 0.994928149 0.997
SVM 67 6 0 1177 0.9952 1 1 0.0821918 0.994928149 0.997
KNN 70 3 0 1177 0.9976 1 1 0.0410959 0.997457627 0.95
Decision Tree 73 0 O 1177 1 1 1 0 | 1
Random Forest 73 0 O 1177 1 1 1 0 1 1

6 Conclusion

Behavior modeling is an important factor that determines instructional and evaluation strategies in
e-learning system. ILMS design facilitates adaptable teaching-learning platform to both instructor and
the learner. The system tracks different patterns such as learner material access pattern, assignment
submission pattern and assessment results-based adaptability options. Other parameters like user
navigation pattern-based modeling can also be performed to strengthen the system. The future work can
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include blended learning approaches in instructional strategies, recommendations for low-engaged learners
with ensemble learning algorithm-based modeling and inclusion of evaluation components. Further, the
researcher has planned to include more learning behaviors to improve the accuracy of predictions with
regards to understanding of learning style dimensions.
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