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#### Abstract

In this paper, we consider the unique solvability of the inverse problem of determining the right-hand side of a parabolic equation whose leading coefficient depends on time variable under nonlocal integral overdetermination condition. We obtain sufficient conditions for the unique solvability of the inverse problem. The existence and uniqueness of the solution of the inverse parabolic problem upon the data are established using the fixed point theorem. This inverse problem appears extensively in the modelling of various phenomena in engineering and physics. For example, seismology, medicine, fusion welding, continuous casting, metallurgy, aircraft, oil and gas production during drilling and operation of wells. In addition, the numerical solution of the inverse problem is studied by using the Crank-Nicolson finite difference method together with the Tikhonov regularization to find a stable and accurate approximate solution of finite differences. The resulting nonlinear system of parabolic equation is solved computationally using the MATLAB subroutine lsqnonlin. Both analytical and numerically simulated noisy input data are inverted. The root mean square error values for various noise levels for both continuous and discontinuous time-dependent heat source term are compared. Numerical results presented for two examples show the efficiency of the computational method and the accuracy and stability of the numerical solution even in the presence of noise in the input data. Furthermore, the choice of the regularization parameter is also discussed based on the trial and error technique.
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## 1 Introduction

Inverse boundary value problems arise in various areas of human activity such as mineral exploration, seismology, medicine, biology, quality control in industry, etc., which makes them an active field of contemporary mathematics and physics. Inverse problems for parabolic equations satisfying nonlocal integral overdetermination conditions were first studied in [1-8] for equations with coefficients independent of time and boundary conditions of the first and third kind. These papers contain the proof of theorems on the equivalence of the original inverse problem to an operator equation of the second kind
with a totally continuous operator. Moreover, Cannon et al. [9,10] investigated the inverse problem of identifying the perfusion, and source control coefficients and the temperature, respectively. Kamynin [11] proved the unique solvability of the inverse problem of finding the right-hand side of a parabolic equation with the leading coefficient depending on time and space variables under a final overdetermination condition while Kamynin [12] discussed the existence of the solution to the initialboundary problem for the parabolic equation.

In this paper, we study the existence and uniqueness of the inverse problem of determining a pair of functions $\{u(x, t), f(t)\}$ satisfying the parabolic equation
$u_{t}-\Delta u+\beta u=f(t) g(x, t), \quad(x, t) \in \Omega \times[0, T]$,
the initial condition
$u(x, 0)=\varphi(x), \quad x \in \Omega$,
the boundary condition
$u(x, t)=0, \quad(x, t) \in \partial \Omega \times[0, T]$,
and the nonlocal integral overdetermination condition
$\int_{\Omega} v(x) u(x, t) d x=\theta(t), \quad t \in[0, T]$,
where $\Omega$ is a bounded domain in $\mathbb{R}^{n}$ with smooth boundary $\partial \Omega$. The functions $g(x, t), \varphi(x), v(x), \theta(t)$ are known and $\beta$ is a given positive constant.

Nonclonal integral specifications condition of the form Eq. (4) arises from many important applications in heat transfer, mass/energy, thermoelasticity, control theory, life science, etc. [13-17]. For instance, for heat propagation in a thin rod in which the law of variation $\theta(t)$ of the total quantit of heat in the rod is given in [18]. In addition, the inverse problem of determining the time-dependent coefficient in a one and twodimensional parabolic equation from nonlocal integral over-specification condition has been investigated widely by many researchers in the past, see [19-23] to mention only a few.

In the present paper, the existence and uniqueness of the inverse problem Eqs. (1)-(4) are established using the fixed point theorem. We have also investigated the numerical solution of the inverse problem. Moreover, the novelty consists in the development of a convergent numerical optimization method for solving this nonlinear inverse coefficient problem for the parabolic equation. Numerically, the implementation is realised using the MATLAB subroutine lsqnonlin.

The rest of the paper is organized as follows. Section 2 illustrates the preliminaries. The unique solvability of the inverse problem is given in Section 3. The numerical solution of the direct (forward) problem based on the finite difference method with a Crank-Nicolson scheme is given in Section 4. In Section 5, the numerical solution to solve the inverse problem based on a minimization of the Tikhonov objective functional is given. Numerical results are presented and discussed in Section 6. Finally, conclusions are stated in Section 7.

## 2 Preliminaries

We begin with certain notations and definition as:
$g^{*}(t)=\int_{\Omega} v(x) g(x, t) d x, \quad Q_{T}=\Omega \times[0, T]$.

Definition 1. We denote by $C\left((0, T), L_{2}(\Omega)\right)$ the space of all continuous functions on $(0, T)$ with values in $L_{2}(\Omega)$. The norm of $C\left((0, T), L_{2}(\Omega)\right)$ is given by

$$
\|u\|_{C\left((0, T), L_{2}(\Omega)\right)}=\max _{(0, T)}\|u\|_{L_{2}(\Omega)}<\infty .
$$

Definition 2. We denote the space $L_{2}(\Omega)$ by $u \equiv u_{L_{2}(\Omega)}$. We use the well-known inequality (Cauchy's $\varepsilon$-inequality):

$$
2|a b| \leq \varepsilon a^{2}+\frac{1}{\varepsilon} b^{2}, \quad \varepsilon>0, \quad a, b \in \mathbb{R}^{1}
$$

## 3 Unique Solvability of the Inverse Problem

Definition 3. By a generalized solution of problem Eqs. (1)-(4), we mean a pair of functions $\{u(x, t)$, $f(t)\}, u(x, t) \in C\left(W_{2}^{1}(\Omega) 0, T\right), u_{t}, u_{x x} \in C\left(0, T ; L_{2}(\Omega)\right), f(t) \in[0, T]$ satisfying Eq. (1) almost everywhere in $Q_{T}$; moreover, the function $u(x, t)$ satisfies conditions Eqs. (3), and (4) in $W_{2}^{1}(\Omega)$.

We seek a solution of the original inverse problem as
$\{u(x, t), f(t)\}=\{z(x, t), f(t)\}+\{y(x, t), 0\}$,
where $y(x, t)$ is the solution (in $Q_{T}$ ) of the original problem
$y_{t}-\Delta y+\beta y=0, \quad(x, t) \in Q_{T}$,
$y(x, 0)=\varphi(x), \quad x \in \Omega$,
$y(x, t)=0, \quad(x, t) \in \partial \Omega \times[0, T]$,
while the pair $\{z(x, t), f(t)\}$ is the solution (in $Q_{T}$ ) of the inverse problem
$z_{t}-\Delta z+\beta z=f(t) g(x, t), \quad(x, t) \in Q_{T}$,
$z(x, 0)=0, \quad x \in \Omega$,
$z(x, t)=0, \quad(x, t) \in \partial \Omega \times[0, T]$,
$\int_{\Omega} v(x) z(x, t) d x=E(t), \quad t \in[0, T]$,
where
$E(t)=\theta(t)-\int_{\Omega} v(x) y(x, t) d x$.
Suppose that the functions appearing in the data for the problem are measurable and satisfy the following conditions:

$$
\begin{equation*}
g \in C\left((0, T), \quad L_{2}(\Omega)\right), \quad v \in W_{2}^{1}(\Omega), \quad E \in W_{2}^{2}(0, T) \tag{A1}
\end{equation*}
$$

$$
\begin{equation*}
\|g(x, t)\| \leq m, \quad\left|g^{*}(t)\right| p>0, \quad p \in \mathbb{R}, \quad(x, t) \in Q_{T}, \quad \varphi(x) \in W_{2}^{1}(\Omega) \tag{A2}
\end{equation*}
$$

Here $m$ is a given positive constant. The relation between $f$ and $z$ is given by the following linear operator $A: L_{2}(0, T) \rightarrow L_{2}\left(0, T, L_{2}(\Omega)\right)$,
with the values
$(A f)(t)=\frac{1}{g^{*}} \int_{\Omega} \nabla z \nabla v d x$.
In light of this, the previous relation between $f$ and $z$ is shaped in the form of a linear equation of the second kind for the function $f$ over $L_{2}(0, T)$ :
$f=A f+W$,
where
$W=\frac{E^{\prime}+\beta E}{g^{*}}$.
Remark. As $\{u, f\}=\{z, f\}+\{y, 0\}$, where $y$ is the solution of the direct problem Eqs. (7)-(9). It is clear that the solution $y$ exists and is unique by the previous section. So instead of studying the main inverse problem Eqs. (1)-(4), it is enough to study the inverse problem Eqs. (10)-(14).

Theorem 1. Suppose that the input data of the inverse problem Eqs. (10)-(14) satisfies the conditions (A1) and (A2). Then we have the equivalent between the following assumptions:
i) if the inverse problem Eqs. (10)-(14) has a unique solution, then so is Eq. (17), and
ii) if the Eq. (17) possesses a solution and verify the compatibility conditionE( 0 ) $=0$, then there exists a solution of the inverse problem Eqs. (10)-(14).

Proof. (i) Suppose that the problem Eqs. (10)-(14) is solvable. Let $\{z, f\}$ be the solution of the inverse problem Eqs. (10)-(14). Now, multiplying equation Eq. (10) by the function $v$ and integrating over $\Omega$, we obtain
$\frac{d}{d t} \int_{\Omega} z v d x+\int_{\Omega} \nabla z \nabla v d x+\beta \int_{\Omega} z v d x=\int_{\Omega} f(t) v(x) g(x, t) d x$.
Using Eqs. (13) and (16), it follows from Eq. (18) that
$f=A f+\frac{E^{\prime}+\beta E}{g^{*}}$.
This leads that $f$ solves the Eq. (17).
(ii) Now, we suppose that the Eq. (17) has a solution in the space $L_{2}(0, T)$, and so be $f$. If inserting the function $f$ in Eq. (10), then resulting relations Eqs. (10)-(13) can be considered as a direct problem with a unique solution $z \in W_{2}^{1}\left(Q_{T}\right)$.

It remains to show that the function $z$ verifies the condition Eq. (13). Form the using of the Eq. (19), it yields that
$\frac{d}{d t} \int_{\Omega} z v d x+\int_{\Omega} \nabla z \nabla v d x+\beta \int_{\Omega} z v d x=f(t) g^{*}(x, t)$.
Differently, being a solution to Eq. (17), $z$ satisfies the following relation
$E^{\prime}+\beta E+\int_{\Omega} \nabla z \nabla v d x=f(t) g^{*}(x, t)$.
By subtracting the Eq. (20) from the Eq. (21), we obtain
$\frac{d}{d t} \int_{\Omega} z v d x+\beta \int_{\Omega} z v d x=E^{\prime}+\beta E$.
Integrating the previous differential equation and taking into account the compatibility condition $E(0)=$ 0 into account, we conclude that $z$ satisfies Eq. (13), and finally, we find that the pair of functions $\{z, f\}$ is a solution of the original inverse problem Eqs. (10)-(14). This completes the proof of Theorem 1.

Lemma 1. Suppose that the conditions (A1) and (A2) be fulfilled. Then, for which $A$ is a contracting operator in $L_{2}(0, T)$.

Proof. Definitely, Eq. (16) gives the estimate
$\|A f\|_{L_{2}(0, T)} \leq \frac{k}{p}\left(\int_{0}^{t}\|\nabla z(., \tau)\|_{L_{2}(\Omega)}^{2} d \tau\right)^{\frac{1}{2}}$,
where
$k=\|\nabla v\|_{L_{2}(\Omega)}$.
Multiplying the Eq. (10) by the function $z$ and integrating over $L_{2}\left(Q_{T}\right)$, and using Eq. (11), we obtain the identity
$\frac{1}{2}\|z(., t)\|_{L_{2}(\Omega)}^{2}+\|\nabla z\|_{L_{2}\left(Q_{T}\right)}^{2}+\beta\|z\|_{L_{2}\left(Q_{T}\right)}^{2}=f(t) \int_{\Omega} g(x, t) z d x$.
Using the Cauchy's $\varepsilon$-inequality, we obtain
$\frac{1}{2}\|z\|_{C\left((0, T), L_{2}(\Omega)\right)}^{2}+\|\nabla z\|_{L_{2}\left(Q_{T}\right)}^{2}+\beta\|z\|_{L_{2}\left(Q_{T}\right)}^{2}$
$\leq \frac{m^{2}}{2 \varepsilon} \int_{0}^{t}|f(\tau)|^{2} d \tau+\frac{\varepsilon}{2}\|z(., t)\|_{L_{2}\left(Q_{T}\right)}^{2}$.
Choosing $0<\varepsilon<2 \beta$, we obtain
$\frac{1}{2}\|z\|_{\mathrm{C}\left((0, T), L_{2}(\Omega)\right)}^{2}+\|\nabla z\|_{L_{2}\left(Q_{T}\right)}^{2}+\left(\beta-\frac{\varepsilon}{2}\right)\|z\|_{L_{2}\left(Q_{T}\right)}^{2} \leq \frac{m^{2}}{2 \varepsilon} \int_{0}^{t}|f(\tau)|^{2} d \tau$.
Omitting the terms on the LHS of Eq. (26), we get

$$
\begin{equation*}
\|\nabla z\|_{L_{2}\left(Q_{T}\right)}^{2}=\int_{0}^{t}\|\nabla z(., \tau)\|_{L_{2}(\Omega)}^{2} d \tau \leq \frac{m^{2}}{2 \varepsilon} \int_{0}^{t}|f(\tau)|^{2} d \tau \tag{27}
\end{equation*}
$$

Thus, according to Eqs. (25) and (26), we obtain the estimate:
$\|A f\|_{L_{2}(0, T)} \leq \delta \int_{0}^{T}|f(\tau)|^{2} d t, \quad 0 \leq t \leq T$,
where
$\delta=\frac{k m}{p \sqrt{2 \varepsilon}}$.
So, we obtain
$\|A f\|_{L_{2}(0, T)} \leq \delta\|f\|_{L_{2}\left(0, T, L_{2}(0, T)\right)}$.
It follows from the foregoing that there exists a positive $\varepsilon$ such that
$\delta<1$.
The inequality Eq. (30) shows that the linear operator $A$ is a contracting mapping on $L_{2}(0, T)$. This completes the proof of Lemma 1.

Theorem 2. Let the conditions $(A 1),(A 2)$, and the compatibility condition $E(0)=0$ be satisfied. Then the assertions:
i) a solution $\{\mathrm{z}, \mathrm{f}\}$ of the inverse problem Eqs. (10)-(14) exists and is unique, and
ii) with any initial iteration $f_{0} \in L_{2}(0, T)$, the successive approximations

$$
\begin{equation*}
f_{n+1}=\tilde{A} f_{n} \tag{31}
\end{equation*}
$$

converge to $f$ in the $L_{2}\left(0, T, L_{2}(0, T)\right)$-norm (for $\tilde{A}$ see below) are valid.
Proof. (ii) We use the following operator
$\tilde{A}: L_{2}(0, T) \rightarrow L_{2}\left(0, T, L_{2}(0, T)\right)$,
defined by
$\tilde{A} f=A f+\frac{E^{\prime}+\beta E}{g^{*}}$,
where the operator $A$ and the function $g^{*}$ are arises from Eq. (16). From Eq. (32), it follows that Eq. (17) can be written as
$f=\tilde{A} f$.
Therefore, it is sufficient to show that operator $\tilde{A}$ has a fixed point in the space $L_{2}(0, T)$. By the relations
$\tilde{A} f_{1}-\tilde{A} f_{2}=A f_{1}-A f_{2}=A\left(f_{1}-f_{2}\right)$.
We conclude from Eq. (30) that

$$
\begin{equation*}
\left\|\tilde{A} f_{1}-\tilde{A} f_{2}\right\|_{L_{2}(0, T)}=\left\|A\left(f_{1}-f_{2}\right)\right\|_{L_{2}(0, T)} \leq \delta\left\|\left(f_{1}-f_{2}\right)\right\|_{L_{2}\left(0, T, L_{2}(0, T)\right)} \tag{34}
\end{equation*}
$$

$\underset{\sim}{A}$ Also, from Eqs. (30) and (33), we obtain that $\tilde{A}$ is a contracting mapping on $L_{2}(0, T)$. Therefore, the operator $\tilde{A}$ has a unique fixed point $f$ in $L_{2}(0, T)$, and the successive approximations Eq. (31) converge to $f$ in the under the norm $L_{2}(0, T)$ independently of $f_{0} \in L_{2}(0, T)$.
i) This shows that, Eqs. (33) and (17) have a unique solution $f$ in $L_{2}(0, T)$. Hence, according to the Theorem 1, this validates the existence of solution to the inverse problem Eqs. (10)-(14). Now, it remains to show the uniqueness of this solution. Using the proof by the contrary, for this we a ssume that there are two distinct solutions $\left\{z_{1}, f_{1}\right\}$ and $\left\{z_{2}, f_{2}\right\}$ of the main inverse problem. Firstly, we start by the case $f_{1} \neq f_{2}$ almost everywhere on $(0, T)$. Since, if $f_{1}=f_{2}$, then the theorem of the uniqueness or the direct problem of Eqs. (7)-(9) gives $z_{1}=z_{2}$ almost everywhere in $Q_{T}$. Thus, as both pairs verify Eq. (20), we obtain that the two $f_{1}$ and $f_{2}$ functions are different solutions of Eq. (34), which contradicts the uniqueness of the solution of Eq. (34). This completes the proof of Theorem 2.

Corollary 1. Let the assumptions of Theorem 2 be fulfilled, and then the solution f depends continuously with respect to the data $W$ of the Eq. (17).

Proof. Suppose $W$ and $V$ are two sets of data satisfying the assumptions of Theorem 2. Let $f$ and $g$ be two solutions of Eq. (17) corresponding to $W$ and $V$, respectively. According to Eq. (17), we have
$f=A f+W, \quad g=A g+V$.
First, let us estimate $f-g$. By using Eq. (29), we get
$\|f-g\|_{L_{2}(0, T)}=\|(A f+W)-(A g+V)\|_{L_{2}(0, T)}$
$=\|A(f-g)+(W-V)\|_{L_{2}(0, T)}$
$\leq \delta\|f-g\|_{L_{2}\left(0, T, L_{2}(0, T)\right)}+\|(W-V)\|_{L_{2}(0, T)}$,
so, we obtain
$\|f-g\|_{L_{2}\left(0, T, L_{2}(0, T)\right)} \leq \frac{1}{(1-\delta)}\|(W-V)\|_{L_{2}(0, T)}$.
This completes the proof of Corollary 1.

## 4 Numerical Solution of the Direct Problem

The numerical scheme of the one-dimensional $(n=1)$ initial-boundary value problem Eqs. (1)-(3) can be established using the Crank-Nicolson FDM, see e.g., [24], which is unconditionally stable and secondorder accurate in space $x$ and time $t$, when $f(t)$ and $g(x, t)$ are known and the solution $u(x, t)$ is to be determined together with the quantity of interest $\theta(t)$. Set the domain $\Omega=(0,1)$, and $Q_{T}=(0,1) \times(0, T)$. For numerical discretization, a rectangular network is constructed by subdividing the domain $Q_{T}$ into $M$ and $N$ subintervals of equal lengths $\Delta x$ and $\Delta t$, where $\Delta x=1 / M$ and $\Delta t=T / N$, respectively. At the node $(i, j)$ we denote $u\left(x_{i}, t_{j}\right)=u_{i, j}$, where $x_{i}=i \Delta x, t_{j}=j \Delta t, f\left(t_{j}\right)=f_{j}$, and $g\left(x_{i}, t_{j}\right)=g_{i, j}$ for $i=\overline{0, M}$ and $j=\overline{0, N}$. Based on the CN-FDM, Eq. (1) can be approximated as:
$-B u_{i-1, j+1}+(1+C) u_{i, j+1}-B u_{i+1, j+1}$
$=B u_{i-1, j}+(1-C) u_{i, j}+B u_{i+1, j}+\frac{\Delta t}{2}\left(f_{j} g_{i, j}+f_{j+1} g_{i, j+1}\right)$,
for $i=\overline{1,(M-1)}, j=\overline{0, N}$, where
$B=\frac{\Delta t}{2(\Delta x)^{2}}, \quad C=\frac{\Delta t}{(\Delta x)^{2}}+\frac{(\Delta t) \beta}{2}$.

The initial and boundary conditions in Eqs. (2) and (3) are discretized as
$u_{i, 0}=\varphi\left(x_{i}\right), \quad i=\overline{0, M}$,
$u\left(0, t_{j}\right)=u\left(1, t_{j}\right)=0, \quad j=\overline{0, N}$.
At each time step $t_{j+1}$, for $j=0,(N-1)$, using the Dirichlet boundary conditions Eq. (40), the difference Eq. (38) can be reformulated as a $(M-1) \times(M-1)$ system of linear equations of the form,
$G \mathbf{u}_{\mathbf{j}+\mathbf{1}}=H \mathbf{u}_{\mathbf{j}}+\mathbf{r}$,
where $u_{j+1}=\left(u_{1, j+1}, u_{2, j+1}, \ldots, u_{M-2, j+1}, u_{M-1, j+1}\right)^{t r}$,
$G=\left(\begin{array}{lllllll}1+C & -B & 0 & \ldots & 0 & 0 & 0 \\ -B & 1+C & -B & \ldots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & -B & 1+C & -B \\ 0 & 0 & 0 & \ldots & 0 & -B & 1+C\end{array}\right)$,
$H=\left(\begin{array}{lllllll}1-C & B & 0 & \ldots & 0 & 0 & 0 \\ B & 1-C & B & \ldots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & B & 1-C & B \\ 0 & 0 & 0 & \ldots & 0 & B & 1-C\end{array}\right), \mathbf{r}=\left(\begin{array}{l}\frac{\Delta t}{2}\left(f_{j} g_{1, j}+f_{j+1} g_{1, j+1}\right) \\ \frac{\Delta t}{2}\left(f_{j} g_{2, j}+f_{j+1} g_{2, j+1}\right) \\ \vdots \\ \frac{\Delta t}{2}\left(f_{j} g_{M-2, j}+f_{j+1} g_{M-2, j+1}\right) \\ \frac{\Delta t}{2}\left(f_{j} g_{M-1, j}+f_{j+1} g_{M-1, j+1}\right)\end{array}\right)$.
The nonlocal integral condition Eq. (4) can be approximated using the trapezoidal rule as:
$\theta\left(t_{j}\right)=\frac{1}{2 N}\left(v_{0} u_{0, j}+2 \sum_{i=1}^{M-1} v_{i} u_{i, j}+v_{M} u_{M, j}\right), \quad j=\overline{1, N}$.

## 5 Numerical Solution of the Inverse Problem

Our aim is to obtain stable and accurate identification for the heat source $f(t)$ along with the temperature $u$ ( $x, t$ ) satisfing Eqs. (1)-(4). The inverse problem is formulated as minimizing the regularized nonlinear Tikhonov function
$J(f)=\left\|\int_{\Omega} v(x) u(x, t) d x-\theta(t)\right\|^{2}+\lambda\|f(t)\|^{2}$,
where $u$ solves numerically using the Crank-Nicolson FDM [24] the forward problem Eqs. (1)-(3) for given $f(t)$, and $\lambda \geq 0$ is regularization parameter which is initiated for stabilizing the numerical results. In discrete form, Eq. (43) becomes
$J(\underline{f})=\sum_{j=1}^{N}\left[\int_{\Omega} v(x) u\left(x, t_{j}\right) d x-\theta\left(t_{j}\right)\right]^{2}+\lambda \sum_{j=1}^{N} f_{j}^{2}$.
The unregularized case, i.e., $\lambda=0$, yields the ordinary nonlinear least-squares method which is usually producing unstable solutions when noisy data are inverted. The minimization of the objective function (44) is carried out utilizing the MATLAB subroutine lsqnonlin [25]. This iterative routine attempts to solve a nonlinear least-squares minimization problem, starting from an initial guess, subject to constraints, and this generally is referred to as a constrained nonlinear optimization. We use the Trust-Region-Reflective (TRR) optimization algorithm from lsqnonlin based on the interior-reflective Newton method, and some details about how this is implemented for the minimization of a least-squares functional Eq. (44) has recently been given in [26].

The noisy data is numerically simulated as
$\theta^{\varepsilon}\left(t_{j}\right)=\theta\left(t_{j}\right)+\varepsilon_{j}, \quad j=0,1, \ldots, N$,
where $\varepsilon_{j}$ are random variables generated from a Gaussian normal distribution with mean zero and standard deviation $\sigma$ given by
$\sigma=p \times \max _{t \in[0, T]}|\theta(t)|$,
where $p$ denotes the percentage of noise.

## 6 Numerical Results and Discussion

In this section, the numerical methods for reconstructing the time-dependent source term $f(t)$ alonge with the temperature $u(x, t)$ are illustrated, and two numerical experiments based on the FDM with the CrankNicolson established in the previous section are shown. We measure the accuracy by rmse [27-29]:
rmse $(f)=\left[\frac{T}{N} \sum_{j=1}^{N}\left(f^{\text {numerical }}\left(t_{j}\right)-f^{\text {exact }}\left(t_{j}\right)\right)^{2}\right]^{1 / 2}$.
We take $T=1$, for simplicity. The lower and upper bounds for the heat source $f(t)$ are taken as $-10^{2}$ and $10^{2}$, respectively.

### 6.1 Example 1

First, we consider the inverse problem Eqs. (1)-(4) with a smooth unknown heat source term $f(t)$, with the following input data:
$\varphi(x)=u(x, 0)=\sin (\pi x), \quad u(0, t)=u(1, t)=0$,
$g(x, t)=\frac{e^{-t} \pi^{2} \sin (\pi x)}{-1-t}, \quad v(x)=1, \quad \beta=1$,
$\theta(t)=\int_{\Omega} v(x) u(x, t) d x=\frac{2}{\pi} e^{-t}$,
where $\Omega$ is a bounded domain in $[0,1]$. The exact solution to this inverse problem is given by
$u(x, t)=e^{-t} \sin (\pi x)$,
and
$f(t)=-1-t, \quad t \in[0,1]$.
The initial guess for the vector $f$ is taken as follows:
$f^{0}\left(t_{j}\right)=f(0)=-1, \quad j=\overline{1, N}$.
First of all, let us solve the direct problem Eqs. (1)-(3) with the input data Eq. (48) with various mesh sizes $M=N \in\{10,20,40\}$, when $f(t)$ is known and given by Eq. (51). Fig. 1 shows that the exact Eq. (49) and numerical solutions for $\theta(t)$, obtained are in very good agreement. The analytical Eq. (50) and numerical solutions for $u(x, t)$ together with absolute error norms are depicted in Fig. 2. It is clear from Figs. 1 and 2 that the accuracy of the approximate solution increases, as the mesh sizes decreases.


Figure 1: The exact Eq. (49) and numerical solutions for $\theta(t)$, with various mesh sizes $M=N \in\{5,10,20$, $40\}$, for direct problem

Next, let us fix $\Delta x=\Delta t=0.025$ and start the investigation of determining the coefficient $f(t)$, where there is no noise, i.e., $p=0$, in the measured data $\theta(t)$, as in Eq. (46). The objective function $J$, as a function of the number of iterations, is depicted in Fig. 3a. From this figure it can be seen that a fast convergence is achieved in 4 iterations to reach a very low value of $O\left(10^{-30}\right)$. Fig. 3b illustrates the numerical solutions for the heat source $f(t)$. From Fig. 3b it can be seen that there is an excellent agreement between the exact Eq. (51) and numerical solutions with $r m s e(f)=5.4 \mathrm{E}-5$.

(a)
(c)

(d)


Figure 2: The exact Eq. (50) and numerical temperature $u(x, t)$, for direct problem with vaiuous grid sizes for: (a) $M=N=5$, (b) $M=N=10$, (c) $M=N=20$ and (d) $M=N=40$. The absolute errors between them are also included


Figure 3: (a) The objective function $J$ Eq. (44), as a function of the number of iterations, and (b) the exact Eq. (51) and numerical solutions for the heat source $f(t)$, with no noise and no regularization, for Example 1

Now, the stability of the approximate solution is examined with respect to the perturbed (noisy measured) data Eq. (45). We include various noise levels $p \in\{1 \%, 3 \%\}$ to the input data Eq. (48). Figs. 4 and 5 show the reconstruction of the estimated $f(t)$. The heat source $f(t)$ is depicted in Figs. 4a and 5a, where the unstable and inaccurate results are obtained, if no regularization, i.e., $\lambda=0$, is imposed with $r m s e(f)=0.7134$ for $p=1 \%$, and ..) $=2.1384$ for $p=3$ noise. Therefore, regularization is needed in order to achieve a stable and accurate solution. From all regularization parameters that were selected, we deduce that $\lambda=10^{-6}$ to $10^{-4}$ and $\lambda=10^{-5}$ to $10^{-3}$, (see Figs. 4 b and 5 b ), give a stable and reasonable approximate solutions for the time-depndent heat source coefficient $f(t)$, achieving rmse $(f) \in\{0.0580$, $0.0283,0.0377\}$ for $p=1 \%$, and $r m s e(f) \in\{0.0801,0.0653,0.1131\}$ for $p=3 \%$, respectively. Furthermore, from Figs. 3b, 4 and 5, it can be seen that as the percentage of noise $p$ decreases from 3\% to $1 \%$ and then to zero the numerically obtained results becomes more stable and accurate. The absolute errors between exact Eq. (50) and numerical solutions for $u(x, t)$, without and with regularization parameters, are demonstrated in Fig. 6, where the effect of $\lambda>0$ in decreasing the unstable behaviour of the recovered temperature can be observed.

### 6.2 Example 2

In the previous example we have inverted a smooth coefficient given by Eq. (51). In this example, we consider the recovery of a non-smooth (discontinuous) function for the heat source $f(t)$ for the inverse problem given by Eqs. (1)-(4) with the following input data:
$f(t)=\left\{\begin{array}{l}2, \quad 0 \leq t<0.25, \\ 4, \quad 0.25 \leq t<0.5, \\ 2+2 \sin (8 \pi t), \quad 0.5 \leq t \leq 1 .\end{array}\right.$
We also have the same analytical solution for the temperature $u(x, t)$ given by Eq. (51). The rest of the input data are the same as in Example 1, and


Figure 4: The exact Eq. (51) and numerical solutions for the heat source $f(t)$, with $p=1 \%$ noise and with and without regularization, for Example 1


Figure 5: The exact Eq. (51) and numerical solutions for the heat source $f(t)$, with $p=3 \%$ noise and with and without regularization, for Example 1


Figure 6: The absolute errors between the exact Eq. (50) and numerical temperature $u(x, t)$, for Example 1 with $p=3 \%$ noise: (a) $\lambda=0$, (b) $\lambda=10^{-5}$, (c) $\lambda=10^{-4}$, and (d) $\lambda=10^{-3}$
$g(x, t)=e^{-t} \pi^{2} \sin (\pi x)\left(\left\{\begin{array}{l}2, \quad 0 \leq t<0.25, \\ 4, \\ 2+2 \sin (8 \pi t), \quad 0.5 \leq t \leq 1\end{array}\right)^{-1}\right.$.
The initial guess for the vector $f$ for this example has been taken as
$f^{0}\left(t_{j}\right)=f(0)=2, \quad j=\overline{1, N}$.
We investigate the inverse problem as we did in Example 1. We take and determining the unknown force coefficient $f(t)$ along with the temperature $u(x, t)$ for exact measured input data Eq. (45), i.e., $p=0$, in Eq. (46). Although not illustrated, it is reported that a rapid monotonic decreasing convergence of the objective function Eq. (44) to a very small minimum value of $\mathrm{O}\left(10^{-30}\right)$ is achieved in about 6 iterations. The exact Eq. (53) and numerical results for $f(t)$ are depicted in Fig. 7. From this figure, it can be seen that the recovered coefficient is in very good agreement with their corresponding analytical solutions with $r m s e(f)=6.2 \mathrm{E}-4$.


Figure 7: The exact Eq. (53) and numerical solutions for the heat source $f(t)$, with no noise and no regularization, for Example 2

In order to investigate the stability of the solution we add $p \in\{0.5 \%, 1 \%\}$ noise to the input data Eq. (4), as in Eq. (46). We have also investigated higher amounts of noise $p$ in Eq. (46), but the results obtained were less accurate and therefore, they are not presented. The corresponding numerical results for the unknown coefficient are presented in Figs. 8 and 9. From Figs. 8a and 9a it can be seen that unstable results are obtained for $f(t)$ (compare with the results for exact data in Fig. 7) with $r m s e(f)=0.5625$ and 1.1192, respectively. This is expected since the problem under investigation is ill-posed and very sensitive to noise. Consequently, regularization should be applied to restore the stability of the solution in the component $f(t)$. We selected the regularization parameter $\lambda \in\left\{10^{-8}, 10^{-7}\right\}$ for $p=0.5 \%$ noise (see Fig. 8b), and $\lambda \in\left\{10^{-7}, 10^{-6}\right\}$ for $p=1 \%$ noise (see Fig. 9b), which give stable and reasonablly accurate solutions for the heat source coefficient $f(t)$, obtaining $r m s e(f) \in\{0.2070,0.1899\}$ and $r m s e(f) \in\{0.2203$, $0.3648\}$. One of the main difficulties when we solve inverse and ill-posed problems is how to choose an appropriate regularization parameter $\lambda$ which must compromise between accuracy and stability. Nevertheless, one can use techniques such as the L-curve method [30] or, Morozov's discrepancy principle [31] to find such a parameter, but in our work we have used trial and error. As mentioned in [32], the regularization parameter $\lambda$ is selected based on experience by first choosing a small value and gradually increasing it until any numerical oscillations in the unknown coefficient are removed. Overall, the numerical results obtained by using the methods established in this paper, i.e., the FDM with a CrankNicolson combined with the minimization of the nonlinear Tikhonov regularization functional using the MATLAB optimization toolbox routine lsqnonlin illustrate that accurate and stable solutions can be obtained for reconstructing the time-dependent coefficient $f(t)$ in parabolic PDE.


Figure 8: The exact Eq. (53) and numerical solutions for the heat source $f(t)$, with $p=0.5 \%$ noise and with and without regularization, for Example 2


Figure 9: The exact Eq. (53) and numerical solutions for the heat source $f(t)$, with $p=1 \%$ noise and with and without regularization, for Example 2.

## 7 Conclusions

In this paper, the inverse problem involving the determination of the time-dependent component and the temperature in the parabolic heat Eq. (1) from the nonlocal integral over-specification condition (4) has been investigated theoretically as well as numerically. Sufficient conditions which ensure the unique solvability of a local solution are provided and proved. The direct solver based on the Crank-Nicolson FDM has been
employed. The inverse problem solution based on a nonlinear least-squares minimization problem has been solved using the MATLAB optimisation toolbox routine lsqnonlin. The Tikhonov regularization has been applied in order to obtain stable and accurate solutions since the inverse problem is ill-posed (small errors in the nonlocal integral input data cause large errors in the output force) and sensitive to noise. Two numerical examples for one-dimensional inverse problem have been illustrated for continuous and discontinuous heat source coefficient. Numerical results presented and discussed for both exact and noisy data show that accurate and stable solutions have been obtained. Finally, the generalization of the proposed numerical method for determining the time-dependent coefficient in a two-dimensional parabolic equation is an interesting topic for future research.
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