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Abstract: In the medical field, the detection of breast cancer may be a mysterious
task. Physicians must deduce a conclusion from a significantly vague knowledge
base. A mammogram can offer early diagnosis at a low cost if the breasts' satis-
factory mammogram images are analyzed. A multi-decision Intuitionistic Fuzzy
Evidential Reasoning (IFER) approach is introduced in this paper to deal with
imprecise mammogram classification efficiently. The proposed IFER approach
combines intuitionistic trapezoidal fuzzy numbers and inclusion measures to
improve representation and reasoning accuracy. The results of the proposed tech-
nique are approved through simulation. The simulation is created utilizing
MATLAB software. The screening results are classified and finally grouped into
three categories: normal, malignant, and benign. Simulation results show that this
IFER method performs classification with accuracy almost 95% compared to the
already existing algorithms. The IFER mammography provides high accuracy in
providing early diagnosis, and it is a convenient diagnostic tool for physicians.

Keywords: Mammogram; intuitionistic fuzzy evidential reasoning; trapezoidal
fuzzy; malignant; benign

1 Introduction

Breast cancer is a leading cause of death in women in both developed and developing countries.
Mammography is the best available tool for detecting breast cancer in the primary stage [1,2]. A mass
recognized by mammography is one of the important symptoms of breast cancer. Radiologists diagnose
such masses by reading mammograms, which is not an easy task. Therefore, suspicious tissues are
removed from the breast to check for cancer screening using breast biopsy. Computer-assisted detection
software was developed in 1988 for mammography but it has not improved to interpretive accuracy [3,4].
Two main types of mammography are available, such as film-screen mammography and digital
mammography. Available facts indicate that more than 60—70% of biopsies of suspicious masses turn out
to be benign cases [5]. The use of a computer-based diagnosis system can help to minimize unnecessary
biopsies. Such systems can act as a second opinion for radiologists for effective breast cancer diagnosis
and to help to reduce the mortality rate [6].
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This research is focusing on designing an efficient intuitionistic fuzzy evidential reasoning technique to
classify masses in digital mammograms. The proposed system will investigate IFER's overall performance in
classifying suspicious areas, using features derived from high-order statistical descriptors and the Gray Level
Co-occurrence Matrix (GLCM) system. The remaining part of this work is organized as follows.

i) Section 2 discuss the Literature survey based on the existing mammogram classification methods.
i) Section 3 discusses the working function of the proposed fuzzy evidential reasoning approach
based on the mammogram classification system.
iii) The simulation results and performance analysis of the proposed system are present in Section 4.
iv) Finally, Section 5 discusses the conclusion and future scope of the proposed system.

2 Literature Survey

Many research works have been carried out in breast cancer analysis using handcrafted image features
and primitive machine learning classifiers [7-9]. New advancements for recognizing breast cancer are
proposed in Gordienko et al. [10]. The strategy utilizes three classification calculations named Radial
Basis Function (RBF) [11], Support Vector Machine (SVM) [12], and Particle Swarm Optimization
(PSO) [13]. Breast cancer informational index prepared by the innovation and the test property technique
additionally applies. Affectability to the framework's functions is determined by using some Artificial
Intelligence execution measurements, for example, precision and so on. The researchers have exhibited
breast cancer recognition arrangements [14,15], which have been applied to two distinctive Wisconsin
breast cancer datasets utilizing GA feature extraction and Random Forest (RF) techniques.

The Genetic Algorithm (GA) disposes pointless information properties but doesn't give data that the
framework can quickly utilize [16]. In [17—-19] proposed a method called GA-moon to recognize breast
cancer. The genetic algorithm is utilized for choosing the ideal properties from the general qualities.
In [20] utilizing multi-quality genetic programming representative relapse built up a demonstrative
classifier for breast cancer. The model uses a 10-fold cross-validation method [21]. The program gives
scientific articulation on the properties of the informational index, but it isn't evident whether the paper is
being introduced as training or investigation. The accuracy achieved by the model is 89.28%, and the
Root Mean Squared Error (RMSE) is 0.1303. The researchers in [22—24] portrait imaginative procedure
for breast cancer forecast by utilizing a hybrid neuro genetic framework involving Genetic Algorithm and
Training Feed Forward Back Propagation strategy [25].

The framework is prepared to step out of the design to improve the accuracy by 87%. Random Forest
(RF) [26], Bayesian Network (BN) [27], and Support Vector Machine (SVM) were presented in [28] for the
discovery of breast cancer. Shirking multiple times cross-validation will be utilized on the format fitting. The
Knowledge Analysis Waikato Environmental framework actualized and processed execution measurements,
for example, accuracy, recall, precision, etc. In [29] the medical datasets are analyzed and inferred for
prediction with features. The features can be processed with cloud environment.

While reviewing the literature, we observed the existing methods have a high false classification ratio, so
a new method is needed to overcome the drawbacks of existing methods. Therefore, this work uses a fuzzy
evidential reasoning classifier to enhance the performance of mammogram classification.

3 Proposed Mammogram Classification

This work proposes a novel computer-Aided Detection (CAD) framework to decrease the human factor
affiliation and help radiologists in the precise revelation of thoughtful/intrusive tissue utilizing fundamental
morphological measures. The data Region of Interest (ROI) is lit up by expanding physical removed and
preprocessing conditions with Adaptive Vector Median Filter's help. The features are extracted using the
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GLCM method, and a multi—decision intuitionistic fuzzy evidential reasoning classifier is used to recognize
the vital class of breast disease. The block diagram of the proposed mammogram classification is shown in
Fig. 1.

Input Taken From

Dataset

Preprocessing — Adaptive Vector

Median filter

Multi Scale Invariant
Clustering Segmentation

GLCM Feature Extraction

IFER Classification

Malignant Normal

Figure 1: Block diagram of proposed mammogram classification system

3.1 Preprocessing—Adaptive Vector Median Filter

Pre-processing stage involves the process of image restoration, image enhancement. The process of
image enhancement aims to sharpen or clarify the image's characteristics, making it easy for the next
process. Improved images include manipulation contrast and gray level, noise reduction, pseudo coloring,
filtering, and others. AVMF performs spatial preparation to figure out which pixels of an image are
influenced by motivation clamor. AVMF characterizes pixels as commotion by contrasting every pixel of
the image with its encompassing neighboring pixels.

AVMF performs spatial preparation to figure out which pixels of an image are influenced by noise.
AVMF characterizes pixels as commotion by comparing every pixel contrast and intensity of the image
with its encompassing neighboring pixels.

Algorithm: Steps of AVMF

Input: Mammogram Image Output: Noise removed Image

Step 1: Read the input image and compute the global threshold.
Step 2: Obtain the threshold binary image and calculate the parts of all objects.

(Continued)
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Algorithm (continued)

Step 3: Now take the large profile breast area and, removes the labels and wedges, the extracted region is pre-
processed using Eq. (1) of corrosion and Eq. (2) of dilation operations.

{z|(B), N A" =} (1)

The expansion incorporates features in the image. The extension is considered in the operating alignment
plan. It can be represented as an index and formatted as

A ®B = {Z|(B), N A#D} 2

Step 4: Individually Median filter of size 5 x 5 is applied to remove the image's noises.
Step 5: The PSNR and MSE values are recorded by using Eqgs. (3) and (4).

1 M N . . J /e \\2
MSE = —— f£(i,j) — f'(i, 3)
W 22 (1)~ F(69)

where f(i,j) is the original image, f'(i,j) is a reconstructed image, M and N are the row and column of the
matrix

MAX?

where MAX is the maximum intensity value of the image, which is 255.

For comparison with input samples (Figs. 2a—2c), the pre-processed images (Figs. 2d—2f) have low noise
(The detailed Comparison is shown in Section 4). Further, these images are used for the segmentation
process.

(b)

(d) (e) ®)

Figure 2: Result of Pre-processing a) Sample-1, b) Sample-2, ¢) Sample-3, d) Result of Sample-1, e) Result
of Sample-2, f) Result of Sample-3



CSSE, 2022, vol.41, no.3 1103

3.2 Multi Scale-Invariant Clustering Segmentation

The pre-processed image's impact is segmented by utilizing a Multi-Scale Invariant Clustering (MSIC)
segmentation method. The proposed segmentation is the procedure by which discrete objects with similar
qualities can be appointed to gatherings. A clustering algorithm has been used as an apparatus to break
down assortments of information. This idea has been investigated by numerous clustering experts,
demonstrating how valuable it is for information examination. The examples got from perceptions,
informational things, and feature vectors are unsupervised classified, or clustered. The proposed method
requires registering the separations between all the information. The Gaussian piece is taken as the
essential estimation of thickness p; of the information point I in the segmentation procedure. The
accompanying condition is utilized to measure the separation

0; = { minfhj Dpj is the highest density (5)

The first estimation of information is removed using the Euclidean separation. Along with the portrayal
of anticipating the information image into shading spaces and the fundamental thought of MSIC
segmentation algorithm, the segmentation algorithm could be depicted as follows:

Algorithm: MSIC

Step 1: Transform the data image into a feature depiction to obtain the primary image data to get the
depiction in white mass channels and identify the group centers.

Step 2: Compute the thickness p and evaluate 6 by using the Eq. (5).

Step 3: According to the principles introduced previously, pick the information focuses on the white mass's
high thickness (p). Assign the rest of the focuses to the groups.

Step 4: I:i/l_ark point x; with a similar name of point x; if fulfilling the accompanying two conditions:
dij = mini;il p_l > Pi
Step 5: Compute the Euclidean distance from the point of information into white masses.

Step 6: If the data point is close to its white mass, discard it where it belongs. When the data point moves
closer to the white masses, the affected regions are closest to clusters.

Step 7: Do the above step to bring any information of an entire ride through each of the information points to
indicate that another cluster moves from one to the other.

Step 8: Obtain the clustering results to get the abnormal region of the mammographic image.

Fig. 3 shows the overall flow chart of segmentation. The Probabilistic Rand Index (PRI), Variation of
Information (VOI), and Global Consistency Error (GCE) parameters are used to validate the performance
of segmentation. The result of segmentation is shown in Fig. 4.

3.3 Gray Level Co-Occurrence Matrix

Feature extraction examination is a fundamental and useful territory of study. It is a visual component
indicating an item's natural surface properties and its relation to the general condition. While inspecting
natural pictures, texture features are increasingly valuable in recognizing models with a comparative
shading. Scenes containing pictures of wood, grass, etc., can be adequately characterized depending on
the texture instead of color or shape. In this manner, it might be helpful to extricate texture features for
image classification.
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Figure 3: Flow chart of segmentation

() (b)

Figure 4: Result of Segmentation a) Segmented Imagel, b) Segmented image2, ¢) Segmented image3
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In this work, Gray Level Co-event Matrix (GLCM) is utilized for texture feature extraction. Compared
with other feature extraction methods, GLCM has a set of features based on second-order statistics. GLCM
can reflect the overall average, for the correlation between pairs of pixels in different aspects in terms of
homogeneity, uniformity, etc. So GLCM feature extraction method is widely used in medical imagining
applications.

Algorithm: Gray Level Co-occurrence Matrix

Step 1: The pre-processed color picture is changed over to the grayscale picture, and the image co-occurrence
matrix is induced.

Step 2: Next using four orientations such as 0°, 45°, 90°, and 135°, calculate the statistical properties such as
contrast, energy, entropy, and homogeneity.

Step 3: The five boundaries are obtained to take the values of mean and variance. The results are conclusive
texture features and are denoted as
T: (}“l’b““27“‘37p“47p"570-170-270-370-470-5) (6)

Step 4: The similarity between the inquiry picture and the database pictures is determined to utilize Euclidean
separation and the closer separation. The extracted texture highlights are examined which are as follows:

Energy: Energy (E) can be characterized as a proportion of the degree to which a pixel is rehashed. At the
point when the pixels are fundamentally the same, the energy worth will be exceptionally enormous.

=

—1N

E= M2(ij). (7)

i Jj=0

Il
o

Contrast: The Range of contrast is = [0,1] and can be defined as,

Contrast = Z i — 1)*p(i.)) (®)
ij

Entropy: Entropy is a measurement used to describe the surface haphazardness of the info picture. The
worth will be the biggest when all components of the cooperative matrix are equivalent.

Entropy = — Z PiLog,P; )

Homogeneity: The proportion of the nearness of the homogenization feature is used for the circulation.
Homogeneity has a scope of qualities to decide whether the picture is textured or un-textured.

1

——P(i,j), where, i, j = Pixel p (i, j) = Pixel value. 10
TS (i.J) J p (i, ) (10)

Homogeneity = Z

Variance: It gives the deviation of pixels at exact positions comparable to one another.

1
o’ = N Zi | (x;—X), where x; is the image vector (11)
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3.4 Multi Decision Intuitionistic Fuzzy Evidential Reasoning

For clinical diagnosis, the fuzzy and Dempster-Shafer theory uses the domain knowledge under
probability and uncertainty. Data loss is one of the major concerns in different fuzzy sets and the
traditional matching degree method. This research work provides a new body of evidence to reduce
information loss.

From the high-order fuzzy package available, intuitionistic fuzzy sets (IFS's) would have been more
appropriate in dealing with uncertainty. Let X be the universal set, for IFS A and X is given by the
following Eq. (12).

A= {(x AR, vAX)|x € X} (12)

where functions p 5 (X), v o (X) : X —[0,1]. The degree of non-membership degree of the member entity is
the x € X with set A, which is a subgroup of X, and each x € X, 0 < pa (x) + v (X) < 1. Apparently, every
fuzzy set has the form

A= {x pAKX), pA(X)|x € X} (13)
0, x<al
x —al
1<x<a2
2—a ==
pa (x) = 1, a2 <x<a3 (14)
x—a3
<x<
a4_a3,a3_x_a4
\ 0, ad <x
( 1, x<bl
x—b2
<x<
bl_bz,bl_x_bZ
va (x) = 0, b2 <x<b3 (15)
x—0b3
<x<
b4_b3,b3_x_b4
\ 17b4<x

The parameters al, a2, a3, a4, b1, b2, b3, b4 € R, bl <al <b2 <a2 <a3 <b3 <a4 <b4. Intuitionistic fuzzy
ITFN is then denoted as A = < (al, a2, a3, a4), (bl, b2, b3, b4).

In this work, input images' entropy and energy are considered since they reflect the image information
content. These input variables Hy, Es, Hp, and Eg are mapped into fuzzy sets. The linguistic variables for
the four inputs are labeled as very low (VL), low (L), medium (M), high (H), and very high (VH). The output
variable is the weight W, to be assigned to a coefficient (i , j) in an image A and the fuzzy output for W4 is a
fuzzy set of 7 membership functions labeled as very low (VL), low (L), medium-low (ML), medium (M),
medium-high (MH), high (H) and very high (VH). The fuzzy inference system has four inputs Ha, E4,
Hg, Eg, and one output W . The general fuzzy inference rule is given below:

Rulei= (If Hyis A'and E4 is B and Hp is C' and Epis D' then W, is E') (16)

Here H,, E4, Hg, and E are measured input variables, A4’, B, C' and D' are fuzzy sets representing the i™
antecedents, W, is the linguistic output variable and E represents fuzzy set representing the i consequent.
The parameters considered for fusion are tabulated in Tab. 1.
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Table 1: Design parameters of IERF

Variables Value

Input parameter H,, E 4, Hg, Ep

Output parameter Wy

Membership function Gaussian

Quantization levels for input VL, L, M, H, VH
Quantization levels for output VL, L, ML, M, MH, H, VH

Ranges of Quantization levels (km) L (1), VL (0.5), M (1.5), H (2.0), VH (2.5), ML (0.75), MH (1.5)
Linguistic rules count 80

Decision making Max-min method

Defuzzification Centroid method

Normally Membership functions can be defined as a technique to solve practical problems by experience
rather than knowledge. Different forms of membership function are available, such as Triangular,
Trapezoidal, Piecewise linear, Gaussian, and Singleton. This work uses the Gaussian membership
function because compared with other membership functions taking parameter values is easier.

For example, one of the linguistic rules used for determining the weight W, is given below:
Rule i = (If Hy is Low and E4 is Low and Hpis High and Eg is High then W is Low) (17)

The value of Precision (P), Recall (R), and F-measure (F) are used to validate the performance of the
proposed IFER based mammogram classification system. The results of Precision (P), Recall (R), and
F-measure (F) are obtained from the confusion matrix. The model of the confusion matrix is shown in
following Tab. 2.

Table 2: Confusion matrix for classification

Predicted outcomes

Predicted No Predicted Yes
Actual No TNn FNn
Actual Yes FPp TPp

The mathematical representation of precision, recall, F-measure, and accuracy is shown in the following
Egs. (18)—(21).

.. TPp
P - P 1
recision (p) TPp T FPp (18)
TPp
Recall (R) = —— 2 19
ecall (R) = 5 i (19
P x R
F—MEASURE (F) = 2 x —— (20)

P+R
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TPp + TNn 1)
TPp + FPp + TNn + FNn

Accuracy (A) =

4 Simulation Results and Discussion

This section discusses the simulation results and performance analysis of the proposed Multi Decision
Intuitionistic Fuzzy Evidential Reasoning method-based mammogram classification system. This work uses
Digital Database to Screen Mammography (DDSM) and Mammographic Image Analysis Society (MIAS)
dataset to classify mammogram stages. The following Tab. 3 shows the details of the MIAS and DDSM
datasets. Fig. 5 shows the Graphical User Interface model of the proposed Multi Decision Intuitionistic
Fuzzy Evidential Reasoning method-based mammogram classification system.

Table 3: Details of dataset used for this research

Dataset” name Category Total number of images
Training Testing

Mammographic image analysis society Class-1: Normal 140 60
Class-2: Benign 44 24
Class-3: Malignant 34 20

Total 218 104

Digital database to screen mammography Class-1: Normal 100 64
Class-2: Benign 440 200
Class-3: Malignant 500 260

Total 1040 524

4.1 Performance Analysis of Preprocessing

This section discusses the performance analysis of preprocessing for proposed AVMF with some
conventional Gaussian and Mean filters. The overall performance of preprocessing is validated using
various parameters, such as Mean Squared Error and Peak Signal to Noise Ratio. The mathematical
expression of these parameters is discussed as follows.

Mean Squared Error: The Mean Square Error (MSE) is the error between the filtered image and the
original image. The MSE can be calculated in several ways to measure the difference between the values
implied by an estimate and the true quality of an image.

s = —" S i) — k()P 22)
M x N 0720

where, M = Width of enhanced images (I(i,j)), N = height original image (K(i,j))
i and j = row and column pixels of both the original and enhanced images.

Peak Signal to Noise Ratio: The Peak Signal to Noise Ratio (PSNR) is the ratio between maximum
potential power and distorting noise that affects image representation. PSNR is commonly used as a
measure of image quality reconstruction. A high PSNR value indicates a high-quality image. It is defined
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by the mean square error (MSE) and the associated deviation metric.

MAX?
PSNR = 10log) [Wé] ,  where MAXi is the maximum possible pixel value of the image, (23)
(4] guidemo EI R @

Digital Mammogram Classification

Input Image Database Feature Extraction &Training

Identified Class

Browse
1.Beningn

Classifier

2.Malign
3.Normal
Adaptive Median Filter
1
l Segmentation ] Train_UAFT
\ |

Figure 5: Simulation model

Figs. 6 and 7 discuss the performance evaluation of the filtering response of MSE and PSNR for the
proposed adaptive vector median filter with existing Gaussian and mean filters. This comparison clearly
shows the proposed AVMF gives good results because some of the edges and image details are unclear in
existing methods, especially at transitions between image regions.
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Figure 6: Performance evaluation of MSE
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Performacne Evalaution of PSNR
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Figure 7: Performance evaluation of PSNR

4.2 Performance Analysis of Segmentation

This section discusses the performance analysis of the segmentation error ratio of the proposed
multiscale invariant clustering segmentation method with existing K-means and Fuzzy c-means clustering
methods. This work uses Global Consistency Error and DICE coefficient parameters to validate the
performance of segmentation. The mathematical representation of Global Consistency Error and DICE
coefficient are discussed as follows.

Global Consistency Error: The Global Consistency Error (GCE) measures the extent to which one
partition can be considered as a refinement of another. It is by the following equation.

1

GCE = —min { E E(S1,82, pi), E E(S2,S1,pi),} (24)

n . .
1 1

GCE measure takes both S1 and S2 as inputs and produces a real-valued output in the range [0: 1] where

zero forms are not an error. For a given pixel, pi assumes the segments in S1 and S2 that contain that pixel.

DICE coefficient parameters: The Dice coefficient (DICE) is also known as the overlap index. The
DICE metrics are mostly used to validate the volume of medical image segmentation. The mathematical
representation of the Dice coefficient is shown in the following equation.

2|4 N B

DICE = ,
4] + [B|

where A is a segmented structure and B is and ground truth structure, (25)

Figs. 8 and 9 show the performance analysis of segmentation. This comparison clearly shows the
proposed multiscale invariant clustering segmentation method obtains a good segmentation ratio
compared with K-means and fuzzy c-means clustering methods because the multi scale-invariant
clustering segmentation algorithm generates super-pixels by clustering pixels based on their color
similarity and proximity in the image plane.

4.3 Performance Analysis of Classification

Tabs. 4—6 discuss the three stages of confusion matrix results proposed IFER based mammogram
classification system using the MIAS dataset.
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Performance analysis of GCE
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Figure 9: Performance analysis of DICE coefficient

Table 4: Result of confusion matrix for MIA’s dataset in Class-1

Predicted No Predicted Yes
Actual No TNn = 27 FPp=2
Actual Yes FNn=2 TPp =29

Table 5: Result of confusion matrix for MIAS dataset in Class-2

Predicted No Predicted Yes
Actual No TNn = 10 FPp=1
Actual Yes FNn=2 TPp =11

Tab. 7 and Fig. 10 discuss the performance analysis of the proposed IFER based mammogram
classification system using the MIAS dataset with different classes. The accuracy of classl, class2, and
class3 of the proposed system is 93.30%, 84.5%, and 85.0%.
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Table 6: Result of confusion matrix for MIAS dataset in Class-3

Predicted No Predicted Yes
Actual No TNn =9 FPp=1
Actual Yes FNn=1 TPp =9

Table 7: Performance analysis of MIAS dataset

Different Classes Precision (%) Recall (%) Accuracy (%) F1-Score

Class-1 93.54 93.54 93.30 0.93
Class-2 91.60 84.61 84.50 0.87
Class-3 90.0 81.81 85.0 0.85

Performance Analysis-MIAS
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Figure 10: Performance analysis of MIAS dataset

Tabs. 8—10 discuss the simulation results of the confusion matrix for the proposed IFER based
mammogram classification system using the DDSM dataset.

Table 8: Result of confusion matrix for DDSM dataset in Class-1

Predicted No Predicted Yes
Actual No TNn = 30 FPp=2
Actual Yes FNn=3 TPp =29

Table 9: Result of confusion matrix for DDSM dataset in Class-2

Predicted No Predicted Yes
Actual No TNn =93 FPp=5
Actual Yes FNn =7 TPp =95

Table 10: Result of confusion matrix for DDSM dataset in Class-3

Predicted No Predicted Yes

Actual No TNn = 127 FPp=3
Actual Yes FNn=6 TPp =124
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Tab. 11 and Fig. 11 discuss the proposed IFER based mammogram classification system's performance
analysis using the DDSM dataset with different classes. The accuracy of classl, class2, and class3 of the

proposed system is 92.18%, 94.0%, and 96.53%.

Table 11: Performance analysis of DDSM dataset

Different Classes Precision (%) Recall (%) Accuracy (%) F1-Score
Class-1 93.54 90.62 92.18 0.91
Class-2 95.0 93.13 94.0 0.94
Class-3 97.63 95.38 96.53 0.96

Performance Analysis-DDSM

Different Classes

M Precision(%) 1 Recall(%) B Accuracy(%)

Figure 11: Performance analysis of DDSM dataset
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Tab. 12 and Fig. 12 discuss the mammogram classification system’s overall performance analysis using
the proposed IFER method with existing CAR-BBO and BBO methods. This comparison clearly shows the
proposed IFER gives a good result. The precision, recall, accuracy, and F1-score of the proposed IFER are

95.39%, 93.04%, 94.23%, and 0.93.

Table 12: Overall performance analysis

Methods Precision Recall Accuracy F-Measure
% % %

Chaotic adaptive real-coded biogeography - 90.13 89.16 92.87 0.88
based optimization (CAR-BBO)- DDSM)

Biogeography-based Optimization (BBO)-(DDSM) 91.69 91.13 92.52 0.89
Proposed IFER (DDSM) 95.39 93.04 94.23 0.93

Overall Performance Analysis
%6 = 94.23

94 92.87 92.52 93.04

CAR-BBO IFER

Classification Ratio (%)

Different Classes

u Precision(%) = Recall(%) = Accuracy(%)

Figure 12: Overall performance analysis
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5 Conclusion

One of the most common infections among women is breast cancer. Further exploration of early
detection techniques of cancer is necessary. A Multi Decision Intuitionistic Fuzzy Evidential reasoning is
developed for this research work to classify the mammogram. This work shows that IFER achieves
competitive results for both static and dynamic protocols. The proposed suggestions can be easily
extended to more data to obtain similar or more accurate results. This work is an effort to develop
methods that can distinguish only breast images if the breast's changes are benign or malignant. As
compared with existing CAR-BBO and BBO methods, the proposed IFER gives a good result. The
precision, recall, accuracy, and Fl-score of the proposed IFER are 95.39%, 93.04%, 94.23%, and 0.93.
Fine-tuning the threshold levels will improve the performance of recall, accuracy, and Fl-score. In the
future, we will introduce deep learning methods to improve the overall accuracy of the proposed system.
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