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Abstract: Data available in software engineering for many applications contains
variability and it is not possible to say which variable helps in the process of the
prediction. Most of the work present in software defect prediction is focused on
the selection of best prediction techniques. For this purpose, deep learning and
ensemble models have shown promising results. In contrast, there are very few
researches that deals with cleaning the training data and selection of best parameter
values from the data. Sometimes data available for training the models have high
variability and this variability may cause a decrease in model accuracy. To deal with
this problem we used the Akaike information criterion (AIC) and the Bayesian
information criterion (BIC) for selection of the best variables to train the model.
A simple ANN model with one input, one output and two hidden layers was used
for the training instead of a very deep and complex model. AIC and BIC values are
calculated and combination for minimum AIC and BIC values to be selected for the
best model. At first, variables were narrowed down to a smaller number using cor-
relation values. Then subsets for all the possible variable combinations were
formed. In the end, an artificial neural network (ANN) model was trained for each
subset and the best model was selected on the basis of the smallest AIC and BIC
value. It was found that combination of only two variables’ ns and entropy are best
for software defect prediction as it gives minimum AIC and BIC values. While, nm
and npt is the worst combination and gives maximum AIC and BIC values.

Keywords: Software defect prediction; machine learning; AIC; BIC; model
selection; cross-project defect prediction

1 Introduction

Software defect prediction is a crucial task that has been given a lot of importance recently. Researchers
focus on defect prediction in order to improve the user experience and overall quality of software. When a
product is introduced into the market it takes a lot of time to reach its maturity level. It passes through
changes; some changes improve the product and some of them conflict with the product and cause a
defect. These changes are called “defect-inducing-change” and needed to be found and removed [1].
Defect prediction is the process of predicting if the newly installed change is defect-inducing or not.
There are two types of defect prediction used:
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� With-in-project defect prediction

� Cross-project defect prediction

The effectiveness of a machine learning or deep learning model depends greatly on the technique used
and also the quality of data used for training [2]. Usually, defect prediction models are investigated in the
literature using with-in project concept that assumes the existence of previous defect data for a given
project [3]. This approach is called With-in-project defect prediction. However, in practice, not all
companies maintain a clear historical defect data records or sufficient data from previous versions of the
project [4]. Cases like this call for an alternative approach that assembles a training set composed of
known external projects. This approach is called Cross-project defect prediction and it has in recent years
attracted the interest of researches due to its border applicability [5].

Machine learning and deep learning have proved to be a great source of detecting these changes on the
basis of certain parameters. Machine learning and deep learning has been used for classification purposes for
a long time now and has shown their worth. These techniques are supervised and need some input data. In
supervised machine learning, the algorithm tries to find a pattern in the input data, and on the basis of that
pattern, it tries to classify future data into a specific number of classes. Deep learning has shown better
performance over the classical machine learning algorithms in many applications. Although ensemble
machine learning algorithms compete with deep learning algorithms.

With-in-project defect prediction is the process in which data to train the machine learning or deep
learning model is taken from the same project on which the model will be implemented for future
prediction. While the cross-project defect prediction model is trained from data of one software project
and is used to make predictions on data of some other software project. Cross-project defect prediction is
mostly applied to the projects which are new and does not have enough data to train a machine learning
or deep learning model.

Data available in software engineering for many applications is contained variability and it is not
possible to say that which variable is helping in the process of prediction. In order to deal with this
problem combination of different independent variables needed to be checked to find a combination that
is most efficient in the prediction process. Akaike information criterion (AIC) and Bayesian information
criterion (BIC) are the techniques that are used to help with this type of model selection. Model is trained
for a specific combination of independent variables, AIC and BIC values are calculated and combination
for minimum AIC and BIC values is selected to be the best model.

This paper deals with the problem of training a model for data of variability for both with-in-project and
cross-project defect prediction. Data is first narrowed down to four variables on the basis of correlation with
the output variable. Then, all the possible combinations of independent variables are used to train the
Artificial Neural Network (ANN) model. In the end, AIC and BIC values for each combination are used
to select the best combination. Aims of this paper are:

a) Correlation analysis of independent variables in software defect prediction dataset of six open source
projects for variability analysis.

b) With-in-project and cross-project model selection on the basis of AIC and BIC

Rest of the paper is divided as follow: Section 2 highlight the previous work in the field of defect
prediction and motivation for the use of AIC and BIC. Section 3 explains all the datasets used in the
project along with all the variables present in those datasets. Section 4 explains the methodology used.
Preprocessing of data, ANN architecture and model selection are part of this section. In short, this section
explains the experimental environment. Section 5 presents all the results and gives an analysis of which
model is the best and why. In the end, Section 6 concludes the paper.
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2 Previous Work

2.1 Just-in-Time Software Defect Prediction

Just-in-time defect prediction is the process of finding errors inducing changes with minimum cost and
there has been a lot of work done in the field using machine learning and deep learning techniques. Fan et al.
[6] considered the impact of mislabeled changes on defect prediction models and took variants of SZZ i.e., B-
SZZ (Basic SZZ), AG-SZZ (Annotation Graph SZZ), MA-SZZ (Meta-change Aware SZZ) and RA-SZZ
(Refactoring Aware SZZ) for testing the impact. They took a prediction model trained on data labeled
using RA-SZZ as a base model and tested the accuracy of other models based on it. They found that the
model trained on data labeled by B-SZZ and MA-SZZ does not cause a considerable reduction in
accuracy but AG-SZZ causes a considerable decline in the accuracy. Tu et al. [7] worked on better data
labeling using a proposed approach known as EMBLEM. In this approach first AI labels the data and
then human experts check the labels which in turn updates the AI. According to their study EMBLEM
improved Popt20 and G-scores performance. Yuan et al. [8] worked on data labeling in cross-project
defect prediction. The proposed method is called ALTRA which uses active learning and TrAdaBoost
(Transfer learning Adaboost). They first selected similar labeled modules in the source project after
analyzing the target project. Then they ask experts to label the unlabeled modules. After that TrAdaBoost
was used to assign weights to labeled modules in source and target project. In the end, the model was
constructed through a weighted support vector machine.

Yang et al. [9] conducted a comparative study between local and global training of models for defect
prediction. For local training data was divided homogeneously using k-medoids. Logistic regression and
effort-aware linear regression (EALR) was used as classification models. They found that local models
work better than global models. Yang et al. [10] found that using MULTI (Multi-objective optimization)
for software defect prediction sometimes results in poor performance. In order to improve the
performance, they proposed three strategies: Benefit priority (BP), cost priority (CP) and combination of
the two (CCB). They found that the BP-based solution improves the performance of MULTI in defect
prediction. Ni et al. [11] carried out a comparative study between supervised and unsupervised defect
prediction in effort aware and non-effort aware performance measures. They found that supervised
models are more promising than unsupervised methods.

Tabassum et al. [12] worked on finding that to what extent cross-project data is useful. Is it useful for just
starting phase of the new project or it can also work when the project is old? Chen et al. [13] carried out a
comparative study between eight supervised and four unsupervised defect prediction models. The main idea
was to check if different models predict the same defective modules. Xu et al. [14] considered the possibility
of heterogeneous features in cross-project data and proposed a method called Multiple View Spectral
Embedding (MVSE). They saw data in two different views and mapped it on a consistent space with
maximum similarity.

When it comes to the use of deep learning, ANN has been used for defect prediction in different
manners. Qiao et al. [15] used deep learning for defect prediction after normalizing and log-transforming
the data. They found that deep learning approaches can compete with state-of-the-art approaches. Qiao
et al. [16] considered selecting useful features from the overall features in order to increase the accuracy
of the models.

AIC and BIC are the techniques that are used for selecting the best features from the data for training.
Burnham et al. [17] give an explanation of AIC and BIC in model selection. Kuha [18] carried out a
comparative study between AIC and BIC. Rodriguez et al. [19] worked on selecting different techniques
for defect prediction on the basis of AIC as a selection criterion. Bettenburg et al. [20] worked on a study
based on defect prediction and development effort. They trained one model globally and some local
models on clustered data locally. They also used AIC and BIC as a model selection criterion.
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3 Dataset

Data from six different open-source projects was used for the study [21], which are:

� Bugzilla (4620 entries)

� Columba (4455 entries)

� JDT (35386 entries)

� Mozilla (98275 entries)

� Platform (64250 entries)

� PostgreSQL (20431 entries)

Each file consists of 14 independent variables and 1 dependent binary variable. These 14 independent
variables are [22]:

� NS: Number of modified subsystems

� ND: Number of modified directories

� NF: Number of modified files
� Entropy: Distribution of the modified code across each file
� LA: Lines of code added.

� LD: Lines of code deleted.

� LT: Lines of code in a file before the current change.
� FIX: Whether or not the change is a defect fix.
� NDEV: Number of developers that changed the modified files.
� AGE: The average time interval between the last and the current change.

� NUC: The number of unique changes to the modified files.
� EXP: The developer experience in terms of the number of changes.

� REXP: Recent developer experience.

� SEXP: Developer experience on a subsystem.

Tab. 1 shows all the statistics of the projects under study.

4 Methodology

The overall methodology used for cross-project defect prediction models is based on the fact that not all the
individual variables can’t help in better defect prediction in cross-project defect prediction. In some cases, this

Table 1: Statistic of the projects included in the dataset [1]

Project Period No. of
changes

Avg LOC No. modified
files/changes

No. of
changes/day

No. dev per file

File Changes Max Avg.

Bugzilla 08/1998–12/2006 14620 389.8 37.5 2.3 1.5 37 8.4

Columba 11/2002–7/2006 4455 125.0 149.4 6.2 3.3 10 1.6

JDT 5/2001–12/2007 35386 260.1 71.4 4.3 14.7 19 4.0

Mozilla 5/2001–12/2007 98275 360.2 106.5 5.3 38.9 155 6.4

Platform 5/2001–12/2007 64250 231.6 72.2 4.3 26.7 28 2.8

PstgresSQL 7/1996–5/2010 20431 563.0 101.3 4.5 4.0 20 4.0
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case is true but the fact of some variables being unnecessary can’t be ignored. Keeping this in mind, this paper
proposes the use of model selection using AIC and BIC in both with-in-project and cross-project defect
prediction. “Bugzilla” project was used for training the model and model selection was also applied on its basis.

4.1 Pre-processing

AIC and BIC are the techniques that apply model selection on all the possible pairs of variables which
can be calculated by the formula of 2n where n is the total number of variables. In our case, n is 14, which
makes the number of combinations to be checked equals to 214 = 16,384. It is highly inefficient to check all
these combinations. To eliminate redundant variables in the first step, the correlation was used. The
correlation matrix is shown in Fig. 1. The correlation value of each independent variable was observed
with the dependent variable and after taking absolute of the values, top 4 valued variables were selected
(ns, nm, entropy, npt). With only 4 variables left, model selection becomes fast as now there are only
16 combinations to be tested.

4.2 Classification Model

An Artificial Neural Network (ANN) was selected for binary classification of the defect prediction.
ANNs are used for modelling problems and to predict the output values for given input parameter from
their training values [23,24]. ANNs are a type of computer program that can be ‘taught’ to emulate
relationships in sets of data. Once the ANN has been ‘trained’, it can be used to predict the outcome of
another new set of input data [25]. Our ANN is designed with 1 input layer (where initial data is inserted
into the neural network), 2 hidden layers (an intermediate between the input and output layers where all

Figure 1: Heatmap of correlation matrix for Bugzilla
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computation is done) and 1 output layer (which produces the final results for given inputs). The architecture
of the ANN is shown in Tab. 2 and Fig. 2.

4.3 Model Application

In total 16 combinations were taken ranging from single variables to all 4 variables and for reference all
the 14 variables. Combinations used are shown in Tab. 3 of the results.

ANN model was trained for all the proposed combination and test accuracies were observed along with
AIC and BIC values. AIC and BIC were calculated by:

Table 2: Architecture of ANN

Layer Type Function Units

1 Input – –

2 Dense Relu 6

3 Dense Relu 6

4 Dense Sigmoid 1

Figure 2: Architectural diagram of ANN
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AIC ¼ 2k þ n log
SSD

n

� �
(1)

BIC ¼ k log nð Þ þ n log
SSD

n

� �
(2)

Here, n is the total number of observed entries, k is the number of parameters which is equal to
parameters of ANN and SSD is y–ŷ. Here y represents real outcomes and ŷ represents predicted
outcomes. While calculating accuracy ŷ is rounded off to 0 or 1 but in the case of AIC and BIC while
calculating SSD ŷ is not rounded off. Thus, AIC and BIC give a more accurate view of prediction i.e.,
how close are the values to the threshold.

5 Results & Analysis

At first, as described above correlation was found between all the independent variables and dependent
variables meaning for the most part, there is a relation between the independent and dependent variables.
Correlation values after taking absolute are shown in Tab. 4. It can be seen from Tab. 4 that ns, nm,
entropy and npt are the variables with maximum correlation with output variable, bug.

Table 4: Correlation between independent and dependent variables

Bug

ns 0.209384

nm 0.224070

nf 0.117246

entropy 0.215225

la 0.000994

ld 0.011723

lt 0.042892

fix 0.165000

ndev 0.084290

pd 0.103933

npt 0.175578

exp 0.063310

rexp 0.062754

sexp 0.003856

After specifying 4 variables to be used for model selection are confirmed, the model was trained for all
possible combinations. For with-in-project defect prediction data was divided into 80% and 20% for the train
and test dataset respectively. After the model was trained it was tested for data of all the other projects in order
to check cross-project defect prediction.

Tab. 3 shows the AIC and BIC values for all the possible combinations in cases of with-in-project and
cross-project defect prediction. It is difficult to differentiate and compare which model has a minimum value
of AIC and BIC for which model. In order to simplify it, AIC and BIC values were normalized and mapped
between 0 and 1. After that average of these values was taken for selection of the optimal model. Fig. 3 shows
the AIC, BIC and test accuracy plots after normalizing, and before and after averaging.
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(e) (f)

(c) (d)

(a) (b)

Figure 3: AIC, BIC and accuracy of all project over each model (a) AIC values of all projects (b) Averaged
AIC for all projects (c) BIC values of all projects (d) Averaged BIC for all projects (e) Accuracy of all
projects (f) Averaged accuracy of all projects
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It is clear from the graphs that minimum values of AIC and BIC occur at model number 6, which is a
combination of ns and entropy. Maximum AIC and BIC values occur at model 9 which is a combination of
nm and npt. When looking at test accuracies, it can be seen that most of the models give a similar average
accuracy. This is because of the fact that the model was overfitting and was predicting all the values as 0 (bug
free), which is not true. Consequently, these values are ignored.

The values of the test accuracies are close and similar due to the correlation that most of them have and
led to overfitting, in the future when more data has been gathered, the same experiment could still yield much
better results since the model will have more dataset to train on.

6 Conclusion

Software defect prediction has been an important task in order to detect and deal with defects causing
changes. It might show good performance for with-in-project defect prediction but there is no guarantee that
the same case remains for cross-project defect prediction. Plus, it is not possible for each variable in assisting
the prediction process and some variables might deteriorate the accuracy of prediction. Keeping this fact in
mind an experiment was conducted where AIC and BIC model selection techniques were applied for
highlighting the variables that are most important in the prediction process. These techniques showed that
a combination of two variables “ns” and “entropy” in model training are the best fit with the minimum
AIC and BIC values. Our model also showed that model 6 (ns, entropy) is the best for both with-in and
cross-project defect prediction.
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