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Abstract: Data offloading at the network with less time and reduced energy con-
sumption are highly important for every technology. Smart applications process
the data very quickly with less power consumption. As technology grows towards
5G communication architecture, identifying a solution for QoS in 5G through
energy-efficient computing is important. In this proposed model, we perform data
offloading at 5G using the fuzzification concept. Mobile IoT devices create tasks
in the network and are offloaded in the cloud or mobile edge nodes based on
energy consumption. Two base stations, small (SB) and macro (MB) stations,
are initialized and the first tasks randomly computed. Then, the tasks are pro-
cessed using a fuzzification algorithm to select SB or MB in the central server.
The optimization is performed using a grasshopper algorithm for improving the
QoS of the 5G network. The result is compared with existing algorithms and indi-
cates that the proposed system improves the performance of the system with a
cost of 44.64 J for computing 250 benchmark tasks.

Keywords: 5G; energy consumption; task offloading; fuzzification; grasshopper
optimization; QoS; mobile IoT

1 Introduction

Today, every application is computed via mobile devices, wearable devices in the network using the
Internet of Things (IoT) [1,2]. Sensor technology uses wireless networks to transfer the data to the
destination from the source and combines IoT with mobile devices. Health care applications are more
dependent on timely data transfer [3,4]. Mobile devices support some high-level applications by
supporting user’s interests, creating big data every minute [5–8]. Today, cloud computing attempts to
support a wide range of big data, but in reality, it causes more time with finite memory capacity [9,10].
This limitation cannot be accepted by 5G users when the users move towards high computation capacity.
The performance of the 5G can be improved by offloading the data in the edge nodes to the cloud storage
using IoT in the network.
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The time required by applications to compute and energy required to compute the task in mobile devices
and IoT must be reduced. Users are satisfied when applications are launched in the 5G network. Mobile IoT
devices are deployed to the cloud in the network. Some devices may be very near the cloud and others may be
located far away or even in remote areas. Remoteness of the location causes the remote cloud to process the
data with high bandwidth. Meanwhile, a wide-area connectivity receives low bandwidth, resulting in high
latency [11]. Advanced 5G networks must require enough bandwidth with a short offloading capacity to
ensure fast uploading and downloading data. To satisfy 5G users the edge nodes are required to process
the IoT devices. Edge nodes act as small data centers with required resources and base stations. The
access point for the edge nodes is set in a radio access network with secured resources services [12].

The main contribution of the paper is as follows:

� The proposed work introduces the energy model by offloading the tasks generated by the mobile IoT
devices using a fuzzyfication approach to the Edge cloud and 5G network macro stations.

� These energy model system parameters have been optimized further with the meta-heuristic algorithm
called Grasshopper optimization to minimize the network energy. This optimization algorithm will
offload the task with the optimization of system parameters that can enable the optimal solution to
offloading the task to mobile devices, cloud edge, or macro stations.

� This heterogeneous network was designed specifically to improve the energy consumption of the 5G
wireless communication networks using two parameters such as network and system.

� With the simulation experiments and comparative analysis, the proposed fuzzyfication-based meta-
heuristic approach outperformed other approaches in terms of energy consumption, execution time,
and resource utilization of 5G wireless communication networks.

The rest of the paper is organized into five sections as shown: The literature survey for the data
offloading is studied and presented in Section 2. The implementation of the proposed methodology is
described in Section 3. Section 4 evaluates the results of our proposed model by comparing it with the
existing model. Section 5 concludes the work and provides suggestions for the future scope of research.

2 Related Work

Intelligent algorithms are widely used in the present research scenario to improve the performance of the
5G networks. In this section, existing mobile edge computing and IoT techniques are discussed.

An alternative iteration algorithm [13] is used for energy-efficient task offloading in the edge computing
framework. The main problem is that it takes more time to search the resources in the mobile edge network.
Optimization of the system energy uses the sub-optimal resources selection algorithm [14] for orthogonal
frequency and time division multiple access offloading. In this research article, multiple users are
processed in mobile edge computing to offload the data with less energy. Another model [15] for
offloading data with less energy consumption uses a fish swarm optimization algorithm. This approach is
an intelligent algorithm proposed for task communication and computation. It helps to solve energy-
efficient task offloading in edge and cloud computing models. The performance of the edge computing
model is increased through a new index technique [16]. In this paper, they combine an iterative algorithm
with gradient descent to optimize the energy of the system. It reduces the consumption of energy and
improves the performance of mobile edge networks. The algorithms only focused on energy saving
through nearest device offloading. However, the density of the network remains a considerable problem
that does not apply for 5G/6G networks.

Ultra-dense networks (UDN) such as 5G and beyond can be reviewed as follows. The UDN base station
uses DEEP LSTM to predict the traffic in the network. This algorithm helps to avoid network congestion
[17]. Power transmission and resource blocks allocation to save energy in UDN are improved using
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non-dominant sorting genetic algorithm II [18]. This algorithm not only improves energy efficiency but also
the spectral efficiency of the edge computing network.

The aim of minimizing delay in task offloading is addressed using a software-defined scheme [19]. This
scheme helps UDN networks to save energy in managing delay. Lyapunov optimization algorithm [20] is
used in a dynamic environment to offload the data with less computational cost. The execution cost of the
task in this algorithm is effectively managed by a dynamic optimization role. The greedy algorithm [21]
is designed for UDN to minimize the energy consumption in data offloading. It is a heuristic approach
used to manage mobile devices for less energy consumption. Two convex function differences [22] are
designed as an algorithm iteratively to search the energy-efficient nodes in multi-cell networks. It offers
an optimal solution for data allocation and resources allocation in edge computing architecture.

3 Proposed Fuzzification with Grasshopper Optimization Methodology

The proposed architecture of the energy-efficient 5G network model has been shown in Fig. 1. Core
cloud consists of the central server to store the data transmitted over the network. The Mobile IoT
devices are the task creator. The mobile edge node has two base stations, namely, small (SB) and macro
base stations (MB). While executing the tasks as a whole, the server energy is wasted and the resources
are not utilized fully, which also increases the execution time that will affect the quality of service of the
network. The proposed system offloads the task generated by the mobile IoT devices to the cloud server
and mobile edge node to reduce the energy. The tasks are randomly offloaded to MD for execution first.
Because of battery consumption, the remaining tasks are distributed to MB and SB of the mobile edge
node. The choice of SB or MB is accomplished using the fuzzification method [23]. The tasks are
distributed to a central server for execution. The system energy is reduced with the optimization
technique called grasshopper optimizer. This optimization technique can improve the QoS of the 5G
network system. The mobile devices are represented as MD (i) = {1, 2, 3…, M }. The offloaded task to a
central cloud, SB of Mobile edge node and MD is represented in Eq. (1).

Dðn;mÞ ¼
1 if task tn;i is executed in MD
2 if task tn;i is executed in MB
3 if task tn;i is executed in central cloud

8<
: (1)

Figure 1: Proposed energy-efficient offloading system overview
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where n∈N ={1, 2, 3,..N) refers to the number of MD and m={p1, p2, p3,…pn} refers to the number of tasks
of Nth device. The computation capacity of MB is represented as, qmb1 ; qmb2 ; qmb3 ; . . . qmbn . In Eq. (1), the
offloading decision 1 means that the task is offloaded to the mobile device itself, value 2 means the task
is offloaded to the mobile edge node server of MB based on fuzzification, and value 3 means the task is
offloaded to the central cloud. Executing the task in the MEC server through the MB and SB will reduce
the energy consumption and reduce the time delay due to the utilization of the resources because the edge
node is located near to the MD and the communication is passed faster as a wireless signal through the
5G network.

3.1 Energy Model

The process of the proposed offloading mechanism is based on the following conditions of qmb1 and p1

Condition 1: if capacityðp1 ,qmb1 Þ, then some tasks are offloaded to the mobile device itself and the
remaining tasks will be offloaded to the macro station of the mobile edge node server.

Condition 2: if capacityðp1 .qmb1 Þ and no neighboring server to the MB exists, then some tasks are
offloaded to the MB of the edge node server, and the remaining are offloaded to the central cloud.

Condition 3: if capacityðp1.qmb1 Þ and a neighboring server to the SB exists, then some tasks are
allocated to the SB and the remaining tasks are offloaded to MB.

Let N={1, 2, 3,…N} be the number of mobile devices in the network, m={1, 2, 3,…M} be the number of
tasks generated by the MD, and n={1, 2, 3,..n} be the number of SB servers in the mobile edge node. Assume
the computational task cti is generated from each MD user i, where i∈N at each time slot t. In the case of
condition 1, the energy used to execute the computation task at MD is represented in Eq. (2) and the
execution time to complete that task at MD is shown in Eq. (3).

EC1ðn;mÞ ¼ hl�ðn; mÞ ¼ hlsðn; mÞ (2)

ET1ðn;mÞ ¼ sðn; mÞ
fl

(3)

where is θl is the energy capacity of local MD, λ is the total CPU cycles of executing the workflow, s(n, m)
refers to the total size of mth task at nth device, and fl is the task processing rate. In the case of condition 2, the
total arrival computation task of SBS at time t is shown in Eq. (4) while the total computation tasks to reach
SBS is defined in Eq. (5).

ct ¼ fctngn2N (4)

X t ¼ fX t
i gi2n (5)

Based on the fuzzy rules, the offloading decision will be made, and that value will be converted into
crisp value later. The variables used in the fuzzification process for offloading the task to SB [23] are
shown in Eq. (6).

� ¼ fa; b; c; d; hg; � 2 X t (6)

where α refers to the number of input task size in the range of 0–50, β refers to the task delay in the range of
0–1, γ is the computation capacity of SB and VM utilization in the range of 20–100, δ is the network delay in
the range of 2–40, and θ is the MB utilization near to the SBS. The membership function and its fuzzy set are
shown Eqs. (7) and (8), respectively.

wAðX Þ : X ! ½0; 1�8x 2 X (7)
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A ¼ fðX ; wAðX ÞÞg : x 2 X (8)

This memberships function can be of different types such as triangular, Gaussian, piece-wise linear,
singleton, etc., [24]. The proposed work uses the triangular membership function shown in Eq. (9). The
memberships function is shown in Fig. 2.

wtriangular
A ðX Þ¼

0 if X � p
X � p

n� p
if p,X , n

q� X

q� n
if 2 n,X , q

1 if X � q

8>>>>><
>>>>>:

(9)

The transmission times of the uplink and downlink the data is denoted as dtu and dtd , respectively and the
data rate between the SB andMB are denoted as r0 and r1. The transmission times of the uplink and downlink
the component on the offloading site use Eqs. (10) and (11) and the execution time of this MEC server is
shown in Eq. (12).

EMECs
tðm;iÞ ¼

dtu
ri
8x 2 X and 8i 2 ½0; N � (10)

EMECr
tðm;iÞ ¼

dtd
ri
8x 2 X and 8i 2 ½0; N � (11)

TMECtðm;iÞ ¼ EMECs
tðm;iÞ þ EMECr

tðm;iÞ (12)

As per condition 3, the energy consumption at the central cloud of the offloaded task is calculated using
Eq. (13) and execution time is calculated using Eq. (14)

ECðn;mÞ ¼ rsðn; mÞ (13)

TCðn;mÞ ¼ sðn; mÞ
bn

þ �

fc
(14)

where σ is the positive coefficient, b is the bandwidth of MD, and fc is the task processing of central cloud.
The overall energy efficiency of the system is optimized with the energy opt1imization algorithm called
Grasshopper Optimizer.

Figure 2: Triangular memberships function of the proposed work
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3.2 Optimization Using Grasshopper Optimizer

The selected cluster head using the blockchain approach has been optimized with a grasshopper
optimizer to select the optimal solution to reduce the energy. The clustering is based on the grasshopper
swarm behavior. Each agent represents the route that contains the vehicle ID selected by the cluster head.
All the parameters, such as vehicle’s place on the highway, vehicle direction, speed and velocity of the
vehicle, inter-vehicle distance, and grasshopper search space are initialized. The random position
initialized is used to start a node in a random direction. The search space is created and the fitness
function calculated to form the cluster. For each iteration, the position of the vehicle and the weight are
updated. The output of the process is the optimal clusters near the RSU. The operators used in GO is
shown as follows:

’a ¼ Sfa þ Gfa þ Adk (15)

where φa is the position of the ath agent, Sfa represents the social attraction and repulsion force, Gfa refers to
the gravity force, and Adk-ari drift variable.

These equations are based on the random behavior of the swarm with the random numbers r1, r2, and
r3 with the interval of [0,1]. Hence the equation is rewritten as follows:

’a ¼ r1� Sfa þ r2� Gfa þ r3� Adk (16)

The operators are shown as follows:

Sfa ¼
Xn

p¼1; l 6¼a

sðdpjÞD (17)

social force sðcÞ ¼ fi� e�p � e�c (18)

gravitational force Gfa ¼ �G� Eg (19)

air drift Ada ¼ Dc� Ew (20)

where is the dpj is the distance between pth and jth agent, l refers to the length scale, fi represents the
attraction intensity, Eg is the earth vector, G is the gravitational constant, Dc refers to the drift constant,
and Ew is the wind direction.

Initially, the agents have no wings and they move in the direction of the wind. For each agent i, the
operators are replaced in Eq. (10) as shown in Eq. (16). The stages of the growth of the grasshopper and
its social behavior and the workflow of the proposed energy-efficient IoV method are shown in Fig. 3.

’a ¼
Xn

p¼1;l 6¼a

sðj’p� ’ljÞð’p� ’lÞ=dlj� G� Eg þ Dc� Ew (21)

Figure 3: Stages of the growth of the grasshopper and its social behavior
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Algorithm 1: Proposed energy efficient 5G system

Input: Workflow of MD, initial population X, max number of iteration tmax, size S, control parameter a, and
swing factor C and E.

Output: offloading decision with energy and time and optimal solution ω

Step 1: while stopping condition not met

Step 2: for n = 1 to N

Step 3: for m = 1 to M

Step 4: C = 0, Φ = {α, β, γ, δ, θ}, Φ∈ Xt

Step 4: If (C<50) then

Step 5: compute Energy consumption of MD using Eq. (2)

Step 6: compute Execution cost of MDusing Eq. (3)

Step 7: Else

Step 8: //offload the task at SB/MB of edge node

Step 9: compute energy consumption using (10) and (11)

Step 10: compute execution time using Eq. (12)

Step 11: End if

Step 12: //offload task into central cloud

Step 13: compute energy using Eq. (13)

Step 14: compute execution time using Eq. (14)

Step 15: End for

Step 16: End for

Step 17: // Grasshopper Optimization

Step 18: for iteration = 1 to 15 (stall iteration)

Step 4: while (nodes!=empty)

Step 5: node cluster = all nodes (vehicle)

Step 6: end while

Step 7: while 1<=iterations

Step 8: for i = 1 to population

Step 9: update C using Eq. (19)

Step 9: distance normalization, position update using Eq. (21)

Step 10: bring all the agents into lower and upper bound of the cluster

Step 11: end for

Step 12: update best route cost

Step 13: iteration= iteration + 1

Step 14: end while

Step 15: return best route cost

Step 16: end for

CSSE, 2022, vol.42, no.1 295



The energy optimization with Grasshopper optimization will reduce the network energy further and
improve the quality of the 5G wireless communication services efficiently. The offloading task will
effectively utilize the network resources. Hence, the proposed offloading scheme with an evolutionary
algorithm outperforms the other approaches in terms of energy consumption, execution time, and resource
utilization.

4 Simulation Results and Discussions

The proposed offloading mechanism on the 5G network was examined using the MECHREVO-
Ti2 experimental setup. The simulation parameters are listed in Tab. 1.

Mobile IoT devices are the source of task generators. The generated number of tasks are listed in column
1 of Tab. 2. The energy consumption of executing the multiple tasks using the proposed offloading method is
shown in Tab. 2.

Tab. 2 shows that the number of tasks executed in different offloading sites such as Central cloud,
Mobile Device, and mobile edge node-MB’s energy and execution time is evaluated. The number of tasks

Table 1: Simulation parameters

Parameter Value

Distance between MD and MB 1200 m

Distance between MD and SB 120 m

Channel bandwidth 6 MHz

Gaussian noise σ2–128dbm

Transmission power of MBS and SBS [0.2,.03] w

Transmission power of MD 0.2 W

Scale of tasks [50, 100, 150, 200, 250, 300]

Edge services size [0.5, 0.8]

Computing power of edge-cloudlet 2300 MHz

Computing power of central cloud 45000 MHz

Scale of VMs [1, 5]

Table 2: Energy and execution cost of the proposed offloading method

Number
of Tasks

Energy Consumption (J) Execution Time (s)

MD Central cloud MB-edge node Total MD Central cloud MB-Edge node Total

50 8.7 2.31 1.34 12.35 10.02 4.13 3.61 17.76

100 10.72 5.91 3.23 19.86 15.82 10.27 8.6 34.69

150 13.03 7.6 5.94 26.57 18.63 12.4 10.29 41.32

200 18.62 10.31 7.52 36.45 20.82 19.3 16.82 56.94

250 22.34 13.26 9.04 44.64 23.61 20.3 18.52 62.43
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executed on mobile devices is less because of the limited number of resources and battery consumption. The
remaining tasks are allotted to the central cloud and macro base station of the edge node server for execution.
Because of the use of the 5G network, more tasks are allocated to the edge node server located nearer the MD
for the fastest execution. It will save on the execution time and the energy. The evaluated results are
illustrated in Figs. 4 and 5. Comparatively, the tasks allocated to the edge server through the wireless
signals are executed faster than the other two offloading sites. The distributive nature of the tasks to the
offloading sites will consequently decrease the energy and time with efficient resource utilization.

Comparative Analysis

The efficiency and effectiveness of the proposed offloading method with energy optimization based on
GO on 5G network are proved by analyzing the comparative analysis with basic existing task offloading
methods such as Benchmark, First Fit decreasing based task offloading with time-saving method (FFD)
[25] and Fuzzy logic based collaborative task offloading (FCTO). In the benchmark, the initial node has
been allocated to the execution of the task. FFD allows the required number of VMs to execute the tasks
that are ranked in order. In FCTO, the edge nodes are allocated to execute the tasks to reduce the time
and complexity of the system using the fuzzification technique. The existing offloading methods are
based on single-site offloading, while our proposed approach executes the tasks in multi-sites and
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Energy consumption of proposed offloading scheme

MD Central cloud MB-edge node

Figure 4: Energy consumption of proposed offloading
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Figure 5: Execution time of the proposed offloading scheme
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optimizes with GWO to reduce the energy further and save on the execution time. The comparative analysis
in terms of energy consumption of these algorithms are shown in Tab. 3 and illustrated in Fig. 6.

From the observation of Tab. 3 and Fig. 6, the proposed multi-level offloading with GO can ensure less
energy compared to the traditional algorithms. In the benchmark, MD is the main source of execution. Due to
this, the energy and time are increased on executing the tasks which are higher than other algorithms.
Comparatively the proposed algorithm reduces the energy for executing the tasks with the major
difference to the existing approaches. For 250 tasks, the proposed algorithm consumes only 44.64 J for
execution. Various other algorithms such as benchmark, FFD, FCTO consumes 320.51, 380.07 J, and
390.81 J respectively. Hence, our proposed multi-level fuzzification offloading with energy optimization
using grasshopper optimizer reduces the energy at the maximum on 5G network. The comparison of the
execution cost is shown in Tab. 4.

The comparative analysis in terms of the execution time of various offloading methods is illustrated in
Fig. 7. The resource limitation of existing algorithms results in the consumption of more time to execute the
allocated number of tasks. Our proposed algorithm was able to manage the resources because of its
distributive nature. A low number of tasks are allocated to MD and the remaining tasks are divided and
offloaded to the edge server and central cloud for execution. Comparatively, our proposed algorithm
executes the task with less time than other existing algorithms. For 250 tasks, the proposed offloading
method obtains 62.43 s only. Various algorithms such as benchmark, FFD, and FCTO consume 298.62,
310.45, and 145.67 s, respectively. Hence, our proposed algorithm is efficient and effective in obtaining
less energy with minimum execution time on completing the various tasks generated by the MD through
the 5G network.

Table 3: Energy cost comparison of proposed vs. existing offloading methods

No of Tasks Energy Cost (J)

Benchmark FFD FCTO Proposed Energy Efficient offloading

50 150.82 130.02 180.52 12.35

100 190.42 210.92 240.93 19.86

150 210.32 240.41 280.81 26.57

200 284.81 313.02 360.1 36.45

250 320.51 380.07 390.81 44.64

0
50

100
150
200
250
300
350
400
450

50 100 150 200 250

J

NO OF TASKS

Energy cost comparison of existing vs proposed offloading 
methods

Benchmark FFD FCTO Proposed Energy Efficient offloading

Figure 6: Energy comparison of existing vs. proposed offloading schemes
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5 Conclusion

Data offloading in a 5G environment is a challenging problem for future applications. This research
article focused on efficient data offloading in the 5G computing network. In our work, we processed the
tasks at two base stations as small base station and macro base station. When the incoming task is
executed fully, energy consumption is very high resulting in a waste of resources and bad QoS in the 5G
model. This problem is overcome by offloading the data at the mobile devices themselves, while the
battery and memory requirements are acquired by the small base station or macro base station located
nearby. Our proposed approach helps in addressing the offloading of data very efficiently and achieving
resources efficiency with SB and MB. The cost of energy consumed in our model is at a minimal when
compared to existing offloading schemes. The task does not require waiting for resources because of the
availability of an alternative base station. It results in less computation time for the proposed 5G data
offloading. This 5G data offloading model outperforms the other model in energy, cost, QoS, etc. In the
future, the energy-efficient offloading can be implemented with artificial intelligence technologies to
improve the performance of 5G networks.

Funding Statement: The authors received no specific funding for this study.

Conflicts of Interest: The authors declare no conflict of interest on the publication of this paper.

Table 4: Execution time comparison of existing vs. proposed methods

Number of Tasks Execution Cost (s)

Benchmark FFD FCTO Proposed Energy Efficient offloading

50 90.01 110.73 89.62 17.76

100 160.62 140.52 92.32 34.69

150 210.72 247.53 120.62 41.32

200 280.67 301.72 130.02 56.94

250 298.62 310.45 145.67 62.43
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Figure 7: Execution cost comparison of existing vs. proposed offloading schemes
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