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Abstract: Diabetic Retinopathy (DR) is a vision disease due to the long-term pre-
valence of Diabetes Mellitus. It affects the retina of the eye and causes severe
damage to the vision. If not treated on time it may lead to permanent vision loss
in diabetic patients. Today’s development in science has no medication to cure
Diabetic Retinopathy. However, if diagnosed at an early stage it can be controlled
and permanent vision loss can be avoided. Compared to the diabetic population,
experts to diagnose Diabetic Retinopathy are very less in particular to local areas.
Hence an automatic computer-aided diagnosis for DR detection is necessary. In
this paper, we propose an unsupervised clustering technique to automatically clus-
ter the DR into one of its five development stages. The deep learning based unsu-
pervised clustering is made to improve itself with the help of fuzzy rough c-means
clustering where cluster centers are updated by fuzzy rough c-means clustering
algorithm during the forward pass and the deep learning model representations
are updated by Stochastic Gradient Descent during the backward pass of training.
The proposed method was implemented using python and the results were taken
on DGX server with Tesla V100 GPU cards. An experimental result on the pub-
lically available Kaggle dataset shows an overall accuracy of 88.7%. The pro-
posed model improves the accuracy of DR diagnosis compared to the existing
unsupervised algorithms like k-means, FCM, auto-encoder, and FRCM with
alexnet.

Keywords: Diabetic retinopathy detection; diabetic retinopathy diagnosis; fuzzy
rough c-means clustering; unsupervised CNN; clustering

1 Introduction

The increase in the blood sugar level due to resistance to insulin leads to Diabetes Mellitus (DM). DM is
a major cause of a cluster of diseases. One such micro effect due to diabetes is Diabetic Retinopathy (DR).
Recent statistics by International Diabetes Federation [1] show that more than 400 million people are living
with diabetes and may reach 700 million by 2043. The variation of the DR eye from the normal eye and the
vision seen by DR patients are shown in Figs. 1 and 2.
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DR alters the blood vessels in the retina (light-sensitive region) of an eye. DR develops in five stages
according to clinical study. The DR stages and its clinical signs in the fundus eye are listed in Tab. 1.

Microaneurysms are small lesions in the blood vessel. Exudates are white or yellowish-white spots due
to leakage of proteins due to microaneurysms. More leakage of fluid into the retina of the eye leads to
hemorrhages. DR leads to vision loss for people with long-term DM causing them permanent vision
impairment. However early detection, timely treatment, and regular eye checkup can prevent them from
permanent vision impairment.

Figure 1: Normal vs. DR eye [2] (a) Normal eye (b) DR eye

Figure 2: Normal (left) vs. DR (right) vision [3]
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Image clustering [4–16] has become significant research in the sphere of image processing and computer
vision applications. For large-scale image processing, the major focus is on dimensionality reduction [17]
and feature encoding [18]. Unsupervised clustering is a major machine learning technique for discovering
the hidden patterns from the unlabeled datasets [19]. Centroid dependent clustering, hierarchical, graph
dependent and density-dependent clustering are few approaches for unsupervised clustering techniques.
For effective clustering of an image, the huge challenges are uncertainty, ambiguity, and overlapping
among the clusters.

Deep Learning is a subset of artificial intelligence that mimics the working of the human brain to provide
the solution to complex problems. Convolutional Neural Network (CNN) [20] is a deep learning model that
is extensively used for image, audio, and video processing. CNN extracts the features of the input by
performing a convolution operation in its convolution layer and produces the feature map. The best
features from the feature are selected by its pooling layer thereby performing the dimensionality reduction
of the input.

Several machine learning and deep learning algorithms were used for DR detection at an early stage
[21]. To overcome permanent vision loss due to DR, we propose a novel unsupervised deep learning
based computer aid analysis method for early DR detection. The proposed fuzzy rough c-means based
unsupervised clustering along with the deep learning model is reliable and robust as the vagueness and
uncertainties in the dataset are removed using rough set and fuzzy theory. The paper is structured as,
Section 2 describes few works related to DR diagnosis using unsupervised clustering, Section 3 gives the
background of Fuzzy Rough C Means clustering(FRCM) and ResNet CNN model, section 5 explains our
proposed model in detail and Sections 6 & 7 explains our experimental setup and the results of our
approach on DR dataset.

2 Related Work

The introduction of deep learning has attracted computer vision researchers from their statistical
methods. This is due to the high-tech results produced through deep learning models for large-scale
datasets such as Big Data. Deep Learning has proven its efficiency in supervised learning. Owing to the
success of supervised learning, recently researchers had focused on deep learning for unsupervised
learning. Clustering is one of such popular unsupervised learning. Convolution Neural Network has
proven itself in supervised learning yet it is not well suited for large-scale image clustering as there is no
sufficient labeled data with feature representations for CNN to learn.

Xie et al. [22] tried the primary clustering using deep learning named Deep Embedded Clustering. Auto-
encoders were used for the deep learning model and the traditional k-means algorithm was used at the end for

Table 1: DR stage with its clinical signs

DR
Stage

DR
classification

Clinical signs

0 Normal No abnormality

1 Mild-NPDR Microaneurysms

2 Moderate-
NPDR

Microaneurysms, soft or hard exudates, and hemorrhages

3 Severe-NPDR All abnormalities are observed at all four quadrants

4 PDR Abnormal growth of blood vessels with all abnormalities at all four quadrants
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clustering. Lie et al. [23] projected a method similar towards Deep Embedded Clustering. A conventional
neural network was used by them instead of auto-encoders as high dimensional data representations are
learned well by CNN rather than auto-encoders. The problem with the auto-encoders is that it is not well
suitable for learning representation from images as images are of high dimensional data.

Yang et al. [24] proposed dimensionality reduction and clustering jointly. The k-means algorithm for
clustering and auto-encoders for dimensionality reduction were used by them. The joint representation
learning helped them in mapping the high dimensional data into latent space using k-means clustering.
Yang et al. [25] used agglomerative clustering jointly with CNN. The representations are learned with the
help of CNN in the backward propagation and the agglomerative clustering was updated in the forward
propagation. However agglomerative clustering requires more memory and computation time than
centroid-based clustering.

Hsu et al. [26] proposed clustering CNN for learning representations and clustering together. During
clustering, they avoided drift error by feature drift compensation. Dundar et al. [27] proposed a
connection matrix along with CNN for representation learning and k-means for clustering. The
Connection matrix helped them in learning the representations with their associated additional data. This
helped them in better clustering with the k-means algorithm.

Yellapragada et al. [28] proposed an unsupervised deep learning model with Non-Parametric Instance
Discrimination (NPID) to detect macular damage due to age. NPID predicts the class of the input image
by identifying the recognizable class within the hypersphere of the feature vectors obtained through
trained images. Vimala et al. [29] proposed a k-means algorithm for segmentation. The segmented images
are then classified as either exudates or non-exudates using a support vector machine.

Compared to the above non-fuzzy models, fuzzy models can deal with the uncertainties and vagueness
in the unlabelled image data in a better way. Riaz et al. [30] proposed a Fuzzy Rough C-mean unsupervised
Convolution Neural Network (FRUCNN) architecture where the images are assigned with initial clusters
using AlexNet architecture and the cluster centroids are updated with help of the FRCM algorithm.
Though AlexNet has fewer parameters and computation time compared to other deep CNN, it lacks in
finding the simple correlation if exits in the data. Hence we need a good deep CNN model which maps
the simple correlation if exists in the data. However increasing the learning parameters in the deep CNN,
should not drastically increase the computation time of the model. Among various deep CNN models,
ResNet50 was found to perform better [31].

Based on the above works of literature, we used ResNet50 for diagnosing the DR stage, and FRCM was
integrated with the ResNet50 to improve its unsupervised learning.

3 Background

3.1 Fuzzy Rough C Means Clustering (FRCM)

Clustering–an unsupervised learning algorithm that groups data into clusters where the data inside the
cluster has more similarity to each other. Cluster analysis is one of the major aspects of Granular Computing
[32]. Granular computing reduces the uncertainties (Roughness and Fuzziness) in the records. Rough C
Mean clustering (RCM) [33,34] and Fuzzy C mean clustering (FCM) [35] were the major tools for
achieving it in granular computing. Hu et al. [36] proposed a novel approach named FRCM where the
RCM and FCM are combined. FRCM assigns membership values for those data lying in the boundary
and lowers the approximation territory of the cluster.
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3.2 ResNet

With several breakthroughs of deep CNN [37,38], for image classification [39,40], He et al. [41]
proposed a deep neural network with residual connections called ResNet. The introduction of residual
connections in the CNN architecture provided groundbreaking results and won 1st place in ILSVRC
2015 classification contest. ResNet overcomes the vanishing gradient problem (training deep networks
incorporates backpropagation of error gradient which gets reduced as it passes in backward direction).
They surmounted the vanishing gradient through its skip connections as shown in Fig. 3. For image
classification, ResNet and its variants were found to produce good results. Among their variants,
ResNet50 was used by us as their learning representations from the unlabelled image were good. The
architecture of ResNet50 is shown in Fig. 4.

Figure 3: Skip connection in ResNet [42]

Figure 4: ResNet50 architecture [43]
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4 Dataset

A Publicly accessible Kaggle’s Diabetic Retinopathy Detection [44] dataset was used for DR
development level clustering. The fundus images in the dataset were taken under different conditions by
EyePacs. These images are of high resolution with different shapes and lighting conditions. There are
more than 35,000 images in the dataset. Each of them was graded as observations found in Tab. 1 on a
scale of 0–4. Fig. 5 shows the fundus image of each stage taken from the dataset with its respective DR grade.

5 Proposed Unsupervised Clustering Architecture

Proposed unsupervised clustering for DR diagnosis was performed with the help of
ResNet50 architecture and the cluster centroids were updated during the training of the model using the
FRCM algorithm. The proposed unsupervised clustering architecture for DR diagnosis is shown in Fig. 6.

The objective of our proposed system is to group the FI = {FI1, FI2, FI3, …, FIn} fundus images in the
dataset into 5 clusters (5 stages of DR) where n represents the number of fundus images in the dataset. If F=
{f1, f2, f3,…, fn} were the features at the fully connected layer of our architecture, then these features are used
to update the cluster centroids utilizing the FRCM algorithm.

For initial clustering, we used the pre-trained model ResNet50 along with its weights trained for
ImageNet. We randomly chose fundus images of batch size 32 from the dataset and are assigned with
initial cluster centroids. Each fundus image is then assigned with a cluster label by FRCM. This is

Normal (Level 0) Mild NPDR (Level 1)

Moderate NPDR (Level 2) Severe NPDR (Level 3)

PDR (Level 4)

Figure 5: Various levels of DR
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repeated for the images in the dataset. During this process, parameters of the projected CNN model and
centroid of the clusters are updated by backpropagating the loss gradient using SGD (Stochastic Gradient
Descent) method.

During the learning phase, the cluster centroids are updated according to algorithm 1, updating the
centroid of the cluster. Let FI = {FI1, FI2, FI3,…, FIn} be the set of n fundus images. Five sample fundus
images from FI were randomly picked and fed to the proposed unsupervised CNN architecture. Five
images are chosen based on our objective to classify the image into one of the development stages of
DR. Their features Fi

(t) = {f1
(t), f2

(t), f3
(t), f4

(t), f5
(t)} from the fully connected layer were extracted and

made as the opening centroid of clusters in the first stage (t = 0). These centroids of the cluster are then
rationalized by FRCM objective function as follows

Jm u; fð Þ ¼
Xn

i¼1

X5

j¼1
umij jjFIi � fjjj2 (1)

where m is used for changing the membership value impact and should be >1, uij is the membership
value of fundus image FIi on the cluster cj.

In the tth iteration, jth centroid cj
t, i.e., the new extracted feature fj

(t) for the fully connected layer is
updated as follows

f tþ1
j ¼ ctþ1

j ¼
Pm

i¼1 ðutijÞmFIiPm
i¼1 ðutijÞm

; j ¼ 1; 2; 3; 4; 5 (2)

Figure 6: Proposed unsupervised clustering architecture

Algorithm 1: Updating Centroid of Cluster

Input:

Non-labeled fundus image dataset, FI with n images

Primary cluster center c during initial stage t = 0

Exponential index m (>1)

Threshold, T

Stopping condition, s
(Continued)
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6 Experimental Setup and Result Analysis

The dataset [15] consists of 35,126 eye fundus images. 13,600 images were randomly chosen from
35,126 images in the dataset. The 13,600 images were split into 8,160 for training, 2,720 for validation,
and 2,720 for testing in the ratio of 60:20:20. The images are then preprocessed for better feature
extraction. The chosen color fundus images in the dataset were preprocessed as follows

i) Images are resized to 512 × 512 × 3 pixels.
ii) Random images chosen were flipped horizontally.
iii) Chosen images are augmented with basic geometric transformations of alteration in image

brightness, contrast, and cropping.

The pre-processed images were then trained and tested using our proposed model described
in Section 5. The hyperparameters used during training were listed in Tab. 2. Training the
proposed model is computationally expensive. Hence the proposed model was built and trained on a
DGX server with Tesla V100 GPU cards. The confusion matrix obtained during testing was shown in
Fig. 7.

The performance of the proposed model was measured as follows

Accuracy ¼ ðTPÞ þ ðTNÞ=ðTPþ TNþ FPþ FNÞ (3)

Precision ¼ TP=ðTPþ TNÞ (4)

Algorithm 1 (continued)

Output:

New cluster centroid, c

Steps:

1. Initialize the cluster centers during initial learning phase (t = 0)

c0j ¼ h01; h
0
2; h

0
3; h

0
4; h

0
5

� �
e H0

FC; j ¼ 1; 2; 3; 4; 5

2. For a fundus image, FIi find the nearest cluster center, clh

d ¼ distance FIi; clh
� � ¼ min

1�j�5
distance FIi; clj

� �

3. Assign the fundus image, FIi to its nearest approximation

4. Calculate the membership matrix utij of fundus image, FIi on the cluster, cj during the learning stage t as

uij ¼
1; i ¼ 1; 2; . . . ; n ;FIi 2 cj

1
P5

p¼1
dij
�
dpj

� �2= m�1ð Þ ; j ¼ 1; 2; . . . ; 5; FIi e cBj

8>><
>>:

5. Calculate the new cluster center, ctþ1
j using Eq. (2).

6. Check whether the algorithm has converged. If yes, stop else repeat from step 2 with t = t + 1.

7. Stop.
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Sensitivity ðRecallÞ ¼ TP=ðTPþ FNÞ (5)

F1 Score ¼ ð2� Recall� PrecisionÞ=ðRecallþ PrecisionÞ (6)

where,

True Positive (TP) = Instances with predicted class is yes and actual class is also yes

False Positive (FP) = Instances with predicted class is yes but actual class is no

True Negative (TN) = Instances with predicted class no and actual class is also no

False Negative (FN) = Instances with predicted class no but actual class is yes

From the obtained confusion matrix, precision, sensitivity, accuracy, specificity, as well as F1 score are
analyzed and shown in Tab. 3. The overall accuracy of our model is 88.7%. Fig. 8 shows the graphical
representation of the performance of the proposed model.

Comparisons with the existing unsupervised models were also done and the results are shown in Tab. 4
and the same is pictorially represented in Fig. 9.

Table 2: Hyperparameters used

Hyper parameter Value

Learning rate 0.0001

Weight decay rate 0.2

Optimization Stochastic gradient descent with momentum

Momentum 0.900

Regularization L2

Epochs 78

Batch size 32

Loss function Categorical_crossentropy

Figure 7: Confusion matrix
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Table 3: Performance of the proposed model

Class Stage 0 Stage 1 Stage 2 Stage 3 Stage 4

Accuracy 93.79% 91.88% 96.32% 97.28% 98.16%

Precision 0.9 0.82 0.94 0.87 0.84

Recall 0.92 0.81 0.91 0.85 0.9

F1 Score 0.91 0.81 0.93 0.86 0.87

0.75
0.77
0.79
0.81
0.83
0.85
0.87
0.89
0.91
0.93
0.95
0.97
0.99

Stage 0 Stage 1 Stage 2 Stage 3 Stage 4

0.93
0.91

0.96
0.97

0.98

0.9

0.82

0.94

0.87

0.84

0.92

0.81

0.91

0.85

0.9
0.91

0.81

0.93

0.86
0.87

DR Stage

Performance of the Proposed Model

Accuracy

Precision

Recall

F1 Score

Figure 8: Performance of the proposed model

Table 4: Comparison with the existing models

Class Accuracy Precision Recall (Sensitivity) F1 score

k-mean 84.68 88.73 88.6 88.66

FCM 86.12 87.51 87.52 87.51

Autoencoder 86.97 88.2 89.06 88.63

FRCM with AlexNet 87.51 87.5 87.4 87.45

FRCM with ResNet50 (Proposed model) 88.79 87.4 87.8 87.6

84

85

86

87

88

89

90

Accuracy Precision Recall F1 Score

84.68

88.73 88.6 88.66

86.12

87.51 87.52 87.51

86.97

88.2

89.06
88.63

87.51 87.5
87.4 87.45

88.79

87.4
87.8 87.6

Performance Metric

Comparison with the Existing Unsupervised  Models

k-mean

FCM

Autoencoder

FRCM with
AlexNet

FRCM with
ResNet50
(Proposed Model)

Figure 9: Comparison with the existing unsupervised models
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7 Conclusions

We proposed a novel method for the early diagnosis of DR in diabetic patients based on unsupervised
learning. The features extracted from the last convolution layer of the unsupervised ResNet50 model were
used for the diagnosis of DR. The performance of the unsupervised clustering by ResNet50 was
improved by Rough set theory and fuzzy set theory. FRCM based unsupervised deep learning clustering
technique provided state-of-the-art results in the diagnosis of DR at an early stage without human
intervention. This is due to the usage of a rough set along with fuzzy set concepts. The vagueness,
uncertainty, and incompleteness were removed by the rough set by its approximations and overlapping of
cluster partitions were efficiently handled by the fuzzy set concept. Based on the extracted features of the
image, initial clusters were formed by the unsupervised ResNet50 CNN model. The cluster centroid and
the representations are jointly learned during training where cluster centers and network representations
are updated through forward and backward propagation. The experimental outcome confirms that the
proposed model gives overall accuracy of 88.7%. The proposed model has improved accuracy of DR
diagnosis compared to the existing unsupervised algorithms like k-means, FCM, auto-encoder, and
FRCM with alexnet. The proposed model needs to learn many parameters. Hence in the future, we would
work on reducing the number of trainable parameters or making them adaptive consuming less memory.
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